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What is an analogy ?
Formal View

Geometric proportion, geometric arithmetic proportion and as a parallelogram in
a vector space

(4) A—-B=C-D (iii)) A—B=C-D

Sl Q

A
(%) B
Postulates
Va,b,c,d € X :
® a:b: a:b(reflexivity)

e g:b::c:d—c:d:a:b(symmetry)
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What is an analogy ?
Informal View

e Two pairs that have a high degree of relational similarity are analogous
(Turney, 2006).

e Two pairs linked by the same relation

e Analogies are defined as relational similarities between two pairs of entities
such that the relation that holds between the entities of the first pair, also
holds for the second pair.

e Leta,b,c, dbe four values from a domain X. The quadruple (a, b, c, d) is said
to be in analogical proportion a: b ::c:dif aisrelated to b as cis related to d,
l.e.,

R(a,b) ~ R(c,d)
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Neural Approaches to Analogy
Three main tasks
Classify

A:B:: C:D — {0,1}

cat:cats
dog:dogs
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Encoder
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Neural Approaches to Analogy

Three main tasks

Retrieve

AB::C—D ABC » Encoder
e Encode A, B and C into ABC

, Similarity|
e Retrieve D such that

argmazxD sim(m, B) 5 »

Encoder

Representation | Representation |
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Neural Approaches to Analogy
Three main tasks
Generate
AB:C—D
e Encode A, B and C into R

e Decode C from ABE?

cat:cats ::
dog

\

Encoder

_—

_—

Decoder s dogs

[ Representation ]

\
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Outline

Image Captions
e Using analogies between image captions to handle unseen queries
Lexical analogies

e Using analogies to evaluate word embeddings
e Learning word embeddings which capture analogies

Sentential Analogies

e Using analogies to improve retrieval based QA
e Using analogies to evaluate sentence embeddings
e Learning sentence embeddings which capture analogies
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(ross-Modal Text/Image Retrieval
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Task : Image Retrieval

person riding surfboard [ o e} l

Given a language query such as
(person, riding, surfboard), retrieve
an image which satisfies that query

Peyre et al. 2019


https://arxiv.org/pdf/1812.05736v3.pdf
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Challenge and Analogical Reasoning

Not all (s,p,0) combinations are seen at training time

How to handle unseen queries?

Analogical transfer is used to create query representations for unseen
triples which are close to the corresponding images

Use analogies to handle unseen queries
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Image Retrieval by Analogy

person ride dog = person ride horse - e Unseen triple "person ride dog"

horse + dog
e Retrieve neighbours

o person ride horse
o person ride bike
o dog ride bike

e Apply analogical transfer to
neighbours and aggregate

e Retrieve image whose embedding
is closest to aggregated embedding
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Input
Image

e Bounding box for subject and
object
i=(s,0)

e Text/Image: Vector specifying
which p relation holds in ¢
y% = 1 if relation p holds in ¢
else y% =0

Text

e Triplet describing the image
t=(s',p,0)

Visual embeddings

e Subject, Object: From CNN
pretrained on object detection

e Relation: 8-dimensional vector that
concatenates the subject and
object box coordinates
renormalized with respect to the
union box

e Visual phrase: Concatenation of
projections of s, p and o

Language embeddings

e Word2Vec embeddines
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Common Embedding Space

Two mappings are learned to map
text and image embedding into a
common space

e For each type of visual embedding
(b = subject, object, relation or
visual phrase)

vl = £3(i)

e For each type of language
embedding

wf = 15 (at)

Learned by maximising log likelihood

Joint loss (One loss per input type)

Ejoint = £3 + Lo + L:p + qup
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Image and Text Embeddings

Train

ChN

ChN

X

|

fcx2

[

fcx 2

subject embedding

—4:- ‘CO

object embedding

4[.,._*’:?»'
| p -~ x
P

prediu:a:é_e_m_bedding

? : (Y]
v w"F % __ | w2v(“person")
. o i T Y

fex?2

fex 2

q

— W2V [“person"]

— W2V [ “horse” ]

(“ride")
Ww2v( “horse” )

asloy apu uoslad
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Retrieval

To retrieve an image i, gi,ven the
unseen (target) triple t

e retrieve a set of triples N(¢) that
are similar to ¢/

e apply analogy transfer to create an
embedding A(t') for ¢ using triples
from N (¢/)

e Retrieve image i whose embedding

is closest to aggregated transferred
embeddings

Query: person ride cow

Q

(S) person ride horse

(S) person p.etP

Up
w,.

Test
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Retrieving similar triples

"person ride dog"

Similarity Function for selecting
e person ride horse

Neighbours
e person ride bike &
e dog r1§e bike Gt t’) _ Z ab w%) Tw,lg’/
o manridebus

bes,p,0

e Decomposes the similarity between triplets r and ¢ by looking at the

similarities between their subjects, predicates and objects measured by the
dot-product of their embeddings.

e ap weighs the relative contribution of s, p and o to similarity

e Retrieve k most similar triples/images according to G
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Analogical Transform

Create embedding for unseen query ¢/

by applying analogical transfer to the
embedding of a neightbour

e t = (s,p,0), source seen triplet
o ¢t/ = (s, p!, o)), target unseen triplet
e wiP vp embedding of subject

e " = Multi Layer Perceptron

vp vp

w,, = w,; + I ;

Representing Analogies

C=A+T(C - A)
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Learning r

e Maximise log likelihood of the

training data g wﬂ person rde elephart
1 v U] t

e Trained on negative and positive

Lr ™ I'(t,t")
. , \ E I
palrs (t, t ) sampled source triplet t
'wj"“ — person ride horse

o Negative: ¢/ is not similar to ¢

e Ranking loss pushed the
transformed language embedding
wi? + T(¢,t) to be close to the
image embedding v; P of the target
triplet.
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Inference

Given some unseen image description

u

e Retrieve the set N(u) of k£ most
similar image descriptions

e Compute and aggregate the
Analogical transform for each ¢

N (u). This creates an image
embedding wWYP

e Retrieve the image whose
embedding v ? is closest to WYP

Query: person ride cow

o}

(S) person ride horse

(S) person p.etP

up

w,.

(b)

Test
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Results

Comparison with the State of the
Art

e Improves the current state-of-the
art by more than 30% in terms of
relative gain (Table 1)

Performance on Unseen Data

e Significantly improves results for
unseen triplets (Table 2)

full rare  non-rare

Chao [5] 7.8 5.4 8.5
Gupta [12] 9.1 7.0 9.7
Gkioxari [ | 1] 9.9 7.2 10.8
GPNN [33]  13.1 9.3 14.2
ICAN[Y] 148 105 16.1
sto+p 18.7 138 20.1
sto+vp 177 11.6 19.5
sto+p+vp 194 14.6 20.9

Table 1: Retrieval results on HICO-DET dataset (mAP).

Base With aggregation GG
I'=0 I'=0 I'=linear TI'=deep
s+o+p 232 - - -
s+o+vp+transfer 24.1 9.6 248 27.6 28.6

s+o+p+vp+transfer 23.6 125 245 254 25.7
supervised 33.7 - -

Table 2: mAP on the 25 zero-shot test triplets of HICO-DET
with variants of our model trained on the {rainval set excluding
the positives for the zero-shot triplets. The first column shows
the results without analogy transfer (Section 3.1) while the other
columns display results with transfer using different forms of anal-

U A T B B A & DRI T SN (NI [ . | WS I
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Summary

Analogical reasoning to generalise to unseen queries

C=A+T(C - A)
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Lexical Analogies
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Linguistic Regularities in Continuous Space Word Representations

e Neural word embeddings capture WOMAN wotens
syntactic and semantic regularities - '\
e These regularities are observed as o \ e

constant vector offsets between
pairs of words sharing a particular
relationship . Singular/Plural Relation

’ > >
kmg kings ~ queen—queens

Goal: Intrinsic evaluation of word
embeddings

Mikolov 2013


http://aclweb.org/anthology/N13-1090.pdf
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Two Analogical Reasoning Tasks

Resolution of Syntactic Lexical
Analogies

see:saw :: return:returned

e Test set: 8K instances

Category | Relation Patterns Tested # Questions | Example
Adjectives | Base/Comparative | JJ/JJR, JJR/JJ 1000 good:better rough:___
Adjectives | Base/Superlative ARJARNRRARTALS 1000 good:best rough:___
Adjectives | Comparative/ JIS/IR, JJR/IS 1000 better:best rougher:___
Superlative
Nouns Singular/Plural NN/NNS, 1000 year:years law:___
NNS/NN
Nouns Non-possessive/ NN/NN_POS, 1000 city:city’s bank:___
Possessive NN_POS/NN
Verbs Base/Past VB/VBD, 1000 see:saw return:___
VBD/VB
Verbs Base/3rd  Person | VB/VBZ, VBZ/VB | 1000 see:sees return:___
Singular Present
Verbs Past/3rd Person | VBD/VBZ, 1000 saw:sees returned: ___
Singular Present VBZ/VBD

Table 1: Test set patterns. For a given pattern and word-pair, both orderings occur in the test set. For example, i

“see:saw return:___" occurs, so will “saw:see returned:___".

Ranking of Semantic Lexical
Analogies

clothes:shirt :: dish:bowl

e 79 fine-grained word relations,
where 10 are used for training and
69 testing

e Each relation is exemplified by 3
or 4 gold word pairs.

e Given a group of word pairs that
supposedly have the same relation,

the task is to order these pairs
accordine to the deoree to which
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Method

Resolution of Syntactic Lexical
Analogies

A:B::C:??
e Compute D-B-4 + ¢

e Retrieve the word whose
embedding vector has the greatest

cosine similarity to D

Ranking of Semantic Lexical
Analogies

score(A:B::C:D) ?

e Rank candidates by relational
similarity

cos (B, B—A + 8)
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Results

Resolution of Syntactic Lexical Ranking of Semantic Lexical
Analogies Analogies

A:B::C:?? score(A:B::C:D) ?

Mikolov's word embeddings capture Outperforms previous work

significantly more syntactic regularity
than the LSA vectors, and achieves
around 40% accuracy
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Summary

Analogical reasoning to evaluate quality of word embeddings

Ranking retrieval candidates
cos(B, B-4 + 8)

Resolution by retrieval
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Psychometric Analogy Tests
SAT tests

e Word analogy tests commonly
used in assessments of linguistic
and cognitive ability, included in
US college admission test.

e Requires identifying fine-grained
semantic differences between
word pairs that belong to the same
coarse-grained relation.

ushio et al. 2021

Query: word:language
Candidates: (1) paint:portrait
(2) poetry:rhythm
(3) note:music
(4) tale:story
(5) week:year

“a year consists of weeks” like
“language consists of words”, but the
week-year pair is less similar to word-
language than note-music.


https://aclanthology.org/2021.acl-long.280.pdf
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New Lexical Semantic Analogy Benchmark

e The Google analogy dataset is the

benchmark used by Mikolov Dataset  DAA size No. No.
(val / test) candidates groups
e BATS includes a larger number of SAT 377337 > 2
) ) UNIT2 24/228 54,3 9
concepts and relations, which are UNIT4 48/ 432 5.4.3 5
split into four categories: Google ~ 50/500 4 2
BATS 199 /1799 4 3

lexicographic, encyclopedic, and
derivational and inflectional
morphology

e UNIT 2 - similar to SAT benchmark,
but aimed at children in grades 4
to 12 from the US school system
(i.e. from age 9 onwards).

e SAT: 374 word analogy problems,
consisting primarily of problems
from US college admission SAT

tests. e UNIT 4 - 5 difficulty levels, low-

advanced level = SAT tests, high-
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Retrieval-Based Analogy Completion

Given a query word pair (hq,tq) and a
list of candidate answer pairs (hi, t;),
the goal is to find the candidate
answer pair that has the most similar
relation to the query pair.

Analogy Solving

Used pretrained Language Models
(LMs) to solve analogy problems
without fine-tuning (Zero Shot
Setting)

Query:

word:language

Candidates:

(D
(2)
3)
(4)
(9)

paint:portrait
poetry:rhythm
note:music
tale:story
week:year
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Model

Model: Pretrained LM + Prompt
Zero-shot setting

Each quadruplet is converted into a
sentence that is input to the LM.

T(“word”, “language”, “note”,
“music”)

—

“word is to language as note is to
music”

Analogy Test Sentence Score
hg .\l

(1) hil: 6 m (1) xi U 1)0.2
(2) I (2) x2 (2) 0.1
(3)h:: ts | (3) xs (3) 0.7

The resulting sentences are then
ranked using a scoring function:
Perplexity, Pointwise-Mutual
Information (PMI) or Marginal
Likelihood Biased Perplexity (mPPL)
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Perplexity
z, the input sentence
Pauto(z | zj—1), the likelihood from an autoregressive LM’s next token prediction.

Perplexity (sentence fluency)

f(x) = exp(— Z log Pauto(x | zj—1))

j=1
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PMI

n, the number of candidates

PMI inspired scoring (difference between conditional likelihood and the marginal
likelihood)

sPMI(D,C|A,B) =logP (D|C, A, B)—a-log P(D | A, B)

mPPL

Extends perplexity with two bias terms

Smppl(DaclAaB) — log SPPL(D,C'\A,B)—at-log P(D ‘ Aa B)—at-log P(C | A7B)
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Scoring

e Given some input, compute the
score for its 8 positive and 16

Permutations of (a:b) and (c:d)

) . P Positive ESIEREERE  Negative B
negatlve permutatlon and l.a:b:c:d \|{ l.a:b:d:c O c:a ::h:d\]
aggregate these scores | 2.a:c:=b:d 1 2.a:¢cud:b 10.¢c:b:ra:d |

| 3.b:a:xd:c T J.a:dub:c 1l.c:b::d:a |
. . . | 4.b:d:a:c T 4 a:dc:b 12.¢c:d::b:a
e Select the candidate with hlgheSt | S.c:d:a:t 1 5.b:anzc:d 13.d:a:=b:c :
| 6.c:axd:b 6.b:cra:d l4.d:a:zc:b
score | 7.d:c:b:a H T.b:coxd:a 15.d:b:a:c I
1 c:a

\ 8.d:b:c:a 8.b:d:rc:¢ It‘i.d:‘::t:b’
NS T — ﬂ
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Models and Baselines
e Three Encoders: BERT, RoOBERTa, GPT-2
e Word embedding Models: Word2Vec, GloVe, FastText

o Represent pairs by the difference between their embeddings (A-B, C-D)
o Select candidate with highest cosine similarity to the query

¢ Random Baseline

e Select candidate for which word pair PMI score is highest (ignore query)
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Results

Accuracy on each dataset Model  Score Tuned SAT U2 U4 Google BATS Avg
_A 320 329 340 808 615 484

SpPL v 398 417 410 868 67.9 554

. BERT 370 320 312 740 591 347

e RoBERTa and GPT-2 COnSIStently set 404 425 278 870 68.1 532
SoprL 118 447 412 888 679 56.9

Outperf()rm BERT ] 359 412 449 804 635 532
SpPL v 504 487 512 932 759 63.9

2 Gapr2 344 447 433 628 628 496

. . SeME 510 377 505 910 798 62.0

e smPPIL achieves substantlally swrrl ¥ 567 509 495 952 812 66.7
. 24 491 491 908 697 602

1 SPPL v 537 570 558 936 805 68.1

better results than sPMI or sPPL in RoBERTa 350 425 440 608 608 488

: v 513 491 387 924 772 61.7

most cases SoprL ¥ 534 583 574 936 734 68.2

L FaText - 78 430 407 966 72.0 60.0

> Glove ] 478 465 398 960 687 508

° Word2vec - 418 404 396 932 638 55.8
Scores are lower for SAT problems Wordee 8 04 396 952 65 s

&  Random - 200 236 242 250 250 236

(harder benchmark)
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Summary

Like Mikolov uses analogies to test existing neural representations
e Harder benchmark (SAT)

e Representations from pretrained encoders and language models (Bert,
Roberta, GPT2 representations)

e Rank candidates using scoring functions inspired from analogical reasoning
sPMI(D,C|A, B) =logP (D|C, A,B)—a-log P(D | A, B)
Smppl(Da C‘Aa B) — log SPPL(D7 C‘Aw B)—Oét- log P(D ’ A7 B)—Oét- log P(C | A7 B)

e Zero Shot: no training data needed (but restricted to Analogy ranking)



ATA@ICCBR2022, Claire Gardent

Learning Representations of Analogy

Learn word representations which capture analogy

Lim et al. 2019


https://doi.org/10.1007/978-3-030-29765-7_20
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Learning Representations of Analogy

Classifier
e CNN Encoder

e Pre-trained GloVe embeddings for
words

e Stack the Glove vectors for A, B, C
and D into a matrix (aka image)

e Training: 10 fold cross-validation,
maximise cross entropy

128 1x2 filters 64 2x2 filters

aboc d I

= —

—1

': flatten  output[0,1]
] S—

——

[—
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Learning Representations of Analogy

Classifier
Layer 1

e Filters slide over (a,b) and (c,d)
separately

e QOutput two activation maps (M AB,
M p) which represent their
respective differences/similarities

Layer 2

e TFilters slide over MARB, M D
jointly, comparing the two

renrecentatinne

128 1x2 filters 64 2x2 filters

abc d I
‘ l ‘ ‘ ': flatten  output[0,1]
— — o ]—[]
: [ : .
[—
—
Last layer

e Outputs a value between 0 an 1
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Learning Representations of Analogies

Retrieval-Based Analogy Resolution

Hierarchical encoder

e Encode a;b and a;c

e Project the concatenated result
onto a vector d

e Retrieve word whose vector is
closest to d

f,(a.b) N

fj(ELC! i

g(f(a,b),.H(a,c))
I
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Data

Dataset
e Google dataset: 19,544 analogies
e Diverse relations such as

o capital-countries
o country-currency
o opposite

Data Augmentation

e Use 8 permutation properties to
create 19,544 x 8 = 156,352 valid
analogies

e Permute the first 2 elements to

create 469,056 examples invalid
analogies

e Total data: 625,408 examples (156K
valid analogies, 469K invalid
analogies)
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(lassification Results (Accuracy)

Table 2. Accuracy of the CNN for analogy classification: impact of word embedding
dimensions and the number of epochs.

#epochs | Average accuracy (std dev.)
50 1100 200 300
1 83.9% (+ 6.4) 81.1% (£ 8.5) 75.5 (£ 1.2) 80.26 (+ 11.13)
3 81.19% (4 6.87) | 81.40% (£12.01) 84.27% (£ 8.19) 83.84% (£ 7.77%)
5 90.68% (4 5.77) | 93.07% (&£ 6.83) 93.19% (£ 6.21) 95.22% (£ 4.90%)
10 91.02% (£ 7.67) | 96.79% (£ 5.05)  99.24% (£ 1.17) 99.34% (£ 0.79%)

e Almost perfect accuracy
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Retrieval Results (Accuracy)

] Table 3. Comparing the effectiveness of the neural network and the formula 3CosMul
i The beSt Overall performance 1S for all categori[zs angc;l each category. The total number of analogies is 19,544, and the
. . . “Common Capital” category has 506 analogies.
given by 100 dimensions at 79.0%
Neural network regression |3CosMul
Of accuracy 50 [100 [200 [300 (50 100 200 [300
Overall 63.9% | 79.0% | 75.4% | 71.4% 36.2% 56.7% | 65.0% 68.1%
Common capitals (506) |96.3% 98.8% |97.4% 96.9% 63.8% 80.0% | 86.9% 88.9%
: All capitals (4524) 86.7% | 97.1% |97.1% |90.9% 50.0%  77.0%  87.5%|90.1%
¢ Outperforms preV]‘()uS Work Currencies (866) 50.2% 63.4% | 61.2% | 56.3% | 5.0% | 15.0%|22.5% |24.4%
US cities (2467) 32.4% 53.5% 62.0% | 59.5%  6.9% 17.0% | 29.8% 36.5%
Gender (506) 53.2% | 44.3% | 40.7% | 34.4% 61.5% 79.4%  86.6% | 88.6%
Adj to adverb (992) 34.5% 55.1% | 31.9% | 30.1% 10.8% 22.0%|22.9%  23.4%
Opposite (812) 24.9% 43.1%26.3% |23.3% | 6.2% | 17.1%|21.5%|25.4%
Comparative (1332) T4.6% | 89.2% 85.6% |83.2% 41.4% T1.9% | 79.8% 83.3%
Superlative (1122) 73.1% | 86.4% | 78.9% | 76.2% 18.6% 50.1%  67.5% | 73.7%
Base to gerund (1056) 43.9% | 78.3% | 67.9% | 70.3% 35.2% 65.6% | 68.1% 71.0%
Nationalities (1599) 93.5% | 94.4% | 96.3% |94.3% 84.7% 89.1% 94.1% | 94.6%
Gerund to past (1560) 52.2% 80.8% 69.5% | 66.7% 27.3% 53.1% | 59.6% 62.5%
Plurals (1332) 78.3% | 87.1% |88.1% | 74.6% 48.2% 68.5%  74.1% | 76.5%
Base to 3" person (870) |46.2% T4.8% |59.2% |56.4% | 28.8% | 59.1% | 64.9% | 68.4%
MSE (train) 0.1 0.07 |0.06 |0.05
MSE (test) 0.1 0.07 |0.06 |0.05
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(lassifying Morphological Analogies
v cats:cat :: trees:tree

v chats:chat :: arbres:arbre

Alsaidi et al. 2021

Language Train Dev Test
Arabic 373240 7671 555312
Finnish 1342639 22837 4691453
Georgian 3553763 67457 8368323
German 004740 17222 1480256
Hungarian 3280891 70565 66195
Maltese 104883 3775 3707
Navajo 502637 33976 4843
Russian 1965533 32214 6421514
Spanish 1425838 25590 4794504
Turkish 606873 11518 11360



https://hal.inria.fr/hal-03313556/file/DSAA2021___NN_for_Morhological_Analogy_Classification___IEEE_Conference_Template.pdf
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Representing words using Character Embeddings

[ A Word iS represented by d Character-based word embedding model
. Ir- &
COnCatenatlon Of Character Charaurrl embedding - rEJNN Tlllﬂ'rs:[jlfi‘ each 5|Ar_g -
embeddings — e

START oz| |-55
I

W | -58 25.1
0.1

e Character embeddings are vectors :
trained jointly with the classifier et
using a CNN architecture s [as] - o2 -

END | 03 42 I

80 Filters of size 2 to 6 capture

0 padding

subwords (aka morphemes) of

size 2 to 6 characters

Word embedding (80 components)

Max pooling projects each
character embedding to a
vector of size 80



ATA@ICCBR2022, Claire Gardent

Classifier

Convolutional Neural Network (CNN)
e Compares Ai/Bi and Ci/Di
e Compares A(A, B),A(C, D)

e (Classity

Word embeddings
A B C D

([T EM [T

Fully
connected Output € [0, 1]
layer
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Data

Sigmorphon2016 Data

e Ten languages with rich
morphology

e Arabic (Romanized), Finnish,
Georgian, German, Hungarian,
Maltese, Navajo, Russian, Spanish,
and Turkish

e Triples of the form (lemma,
features, form)
E.g., (do, present participle,
doing)

Creating Analogies

e (lemma, form) pairs which share
the same features

(do, present participle, doing)
(play, present participle, playing)
— do:doing :: play:playing

e + Data Augmentation
A:B:A:B' —

A:B:2A:B,A:B::A:B...



ATA@ICCBR2022, Claire Gardent

Training and Results

e Encoder (Word embeddings) and
classifier are learned jointly using
binary cross-entropy

e QOutperforms previous analogy
based approaches

Language CNN  Best baseline according to [¥]
Arabic 98.75 93.33 (Lepage)
Finnish 03.57 93.69 (Kolmo)
Georgian 99.56 9935 (Kolmo)
German 99.56 08.84 (Kolmo)
Hungarian  99.32 05.71 (Kolmo)
Maltese 97.93 06.38 (Kolmo)
Navajo 99.82 86.87 (Lepage)
Russian 99.61 97.26 (Lepage)
Spanish 97.37 96.73 (Kolmo)
Turkish 99.77 8945 (Kolmo)
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Solving Morphological Analogies
A:B::C— ??

dance:dancer :: run — runner
Data

e (Sigmorphon 2019): Arabic, English, French, German, Hungarian, Portuguese,
Russian, and Spanish

e Data Augmentation

AB:CD—A:C:B:D,D:B::C:A,C:A::D:B...

Chan et al. 2022


https://iarml2022-ijcai-ecai.loria.fr/files/2022/07/Solving-Morphological-Analogies-Through-Generation.pdf
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Model

Word Representations

e Learned using a character level Bi-
LSTM auto-encoder

Encoder-Decoder Model

e Encode A, B, C into embeddings
A, B,C

° BZﬁ—Z%—g

e Decode output word from D

Zmbedding | ©
[

<BOW=>

v b

r u n n € I sFOW=>

Character-level word autoencoder

Analogy solving
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Results
e Evaluation Metrics

o Ly - Normalized Levensthein

distance
o Acc. - ratio of correct outputs

e Retrieval model performs better

e Lower performance on irregular
morphology

e Morphological features might help
improve results

Language Score | Ours Alea Kolmo ‘ ANNr
Arabic L, | 5451 2372 453l _
Acc. | 1250 256  3.81 | 71.80+2.51
Enolich L, | 9158 8834 86.75 -
gl Acc. | 59.80 59.65 4693 | 94.40 + 0.67
Erench L, | 8643 80.07 89.32 -
renc Acc. | 5130 57.64 54.49 | 91.84+ .83
Ge L, | 8939 8276 87.47 -
erman - acc. | 5280 50.84 48.97 | 76.95+1.15
Hunearian Lv | 8032 6072 75.47 _
g Acc. | 25.50 27.80 23.48 | 80.42+ 1.30
Portuencse Ly | 9438 8797 9347 -
BUCSE  Acc. | 7400 80.06 71.28 | 89.30 + 2.38
Russt L, | 8229 6352 8278 -
Usstall — ace. | 33.80 3715 3344 | 72.65+ 1.96
Soanish L, | 8939 7949 8856 -
pant Acc. | 60.09 65.02 58.59 | 93.01 +2.38
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Summary

Dedicated encoders
Learn word embeddings which capture analogy
Architectures
e CNN for classification
e hierarchical dual encoder for resolution by retrieval

e Encoder-decoder for resolution by generation
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Sentential Analogies

(question,answer)
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Question-Answer Analogical Quadruplets

e QA by retrieval ]

e Assumes an analogical relation
between Q/A pairs of the same
type (who, when, where)

e Learning representations for QA
pairs which capture this relation
helps improve retrieval-based QA

"Where” questions

Sentence
Sentence
Sentence

Sentence

o B T vy I =1

"Where was Abraham Lincoln born?”

“On February 12, 1809, Abraham Lincoln was born Hardin County, Kentucky
"Where was Franz Kafka born?”

“Franz Kafka was born on July 3, 1883 in Prague, Bohemia, now the Czech R

"Who" questions

Sentence
Sentence
Sentence
Sentence

[ I T v v O =7

"Who made the rotary engine automobile?”

"Mazda continued work on developing the Wankel rotary engine.”
"Who discovered prions?”

“Prusiner won Nobel prize last year for discovering prions”

"When™ questions

Sentence
Sentence
Sentence

Sentence

[ B T v =

"When was Leonardo da Vinci bom?”

“"Leonardo da Vinci was actually born on 15 April 1452 [...]

"When did Mt St Helen last have significant eruption?”

“Pinatubo’s last eruption [...] as Mt St Helen’s did when it erupted in 1980."

A. Diallo et al., 2019


https://aclanthology.org/K19-1085.pdf

ATA@ICCBR2022, Claire Gardent

Model
]
e Siamese network with 4 inputs + o
A —/Encader —(@ ® ® O~ el

e bi-GRU with max pooling on each B — Encoder OO H
Input € — Encoder ~(e e o 7, Ll

D —[Encoder —~(@ @ ® & .

' Cc-D

e Trained to minimize the difference
between two analogous pairs in
the embedding space Lw =yLi+(AB,CD)

+(1 —y)L—(AB,CD)
sim(AB,CD) = cos(A— B,C — D)
Li(A—B,C— D)= (1 sim(AB,CD))?

'3

L_(A— B,C — D) = max(sim(AB, CD) — m)*
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Creating Analogical Quadruples

e Three categories of questions: ”"Who”, ”"When” and ”"Where”
e Positive example: Q/A pair and prototype of the same category

e Negative example: Q/X pair and prototype of the same category, X is not the
answer to (

WikiQA TrecQA
type train | dev | test | train | dev | test
"Who" | 119 | 15 | 34 | 190 | 11 8
"When” | 86 11 | 16 | 116 | 13 | 19
"Where” | 71 17 | 22 | 96 9 11
Comb. 276 | 43 | 72 | 402 | 33 | 38
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Results

Compare ranking by cosine similarity WIkiOA
of the difference vectors for other Model MAP | MRR
vectors with WE Glove 0464 | 0475
. ' Word2Vec | 0.4329 | 0453
 Averaging word vectors op | InferSent [ 0399 | 0.404
o Sent2Vec 0481 0.486
e Sentence vectors This work | 0.6771 | 0.6841

Explicitly constraining

structural analogies in the Similarity score used for retrieval:
Q/A embedding space leads to
better results over distance-
only embeddings

sim(AB,CD) = cos(A— B,C — D)
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Summary
e /A embeddings trained to capture analogical structure

e These embeddings are shown to improve retrieval-based QA based on
standard word and sentence embeddings

e Limited scope

o where, who, when
o small dataset
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Sentential Analogies

(syntax and semantics)
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Analogy Solving by Retrieval
Goal

Do sentence representation spaces created by neural approaches capture
sentence level analogies ?

Test: Analogy Solving by Retrieval

Retrieve D whose embedding maximises

cos(B,B A+ ﬁ)

Zhu et al. 2020


https://aclanthology.org/2020.coling-main.300.pdf
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Sentence Pairs

AL S AL LA L 4 AR e Y

Sa Sp
Common Capital Cities They traveled to Havana. They took a trip to Cuba.
All Capital Cities I've never been to Amman. I've never been to Jordan.
Currencies The economy in Japan was great. The yen appreciated due to the strong economy.
City in State They go down to Chandler. They go down to Arizona.
Man — Woman The man makes wooden crafts and arts.  The woman makes wooden crafts and arts.
Comparative The second article was long. The second article was longer than the first one.
Nationality Adjective The man from Egypt tapped his cheek. The Egyptian man tapped his cheek.
Opposites It’s possible to measure it. It’s impossible to measure it.
Plurals The Harvard data examined one city. The Harvard data examined six cities.
Verb Conjunction Duke will play better this year. Duke plays better this year.
a a

Category Sentence Pairs  Analogies

Common Capital City 138 9,453

All Capital Cities Y28 430,128

City in Stale 402 80,601

Currency 150 11,175

Gender 126 7,875

Comparative 466 108,345

Opposiie 513 131,325

MNationality Adjective 205 20,910

Plural 512 130,816

Verb Conjugation 451 101.475

Entailment 673 226,128

Negation 511 130,305

Passivization 256 32,640

Objective Clause 563

158,203

e Sentence pairs where one word is
replaced with a word from the
Google word analogy dataset

e Sentence pairs that share common
semantic (entailment, negation,
passivization etc.) or syntactic
(comparisons, opposites, plurals ...)
relations

Zhu et al. 2020


https://aclanthology.org/2020.coling-main.300.pdf
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Retrieval candidates

e e e A T

s

PR

s

i

ML L s L e

Entailment

Negation

Sa
Sp
S
Positive Candidate

The man is heaving barbells.
The man is lifting barbells.

A man is singing a song and playing the guitar.

A man is singing and playing the guitar.

There is no deer jumping a fence.
A deer is jumping over the fence.
There is no boy hitting the football.
A boy is hitting the football.

Not Negation
Random Deletion
Random Masking
Span Deletion
Word Reordering

A man is not singing and not playing the guitar.

A man is the guitar.

A [MASK] is singing and playing the guitar.

A man is singing the guitar.

and playing the guitar A man is singing.

A boy is not hitting the football.

is the football.

A [MASK] is [MASK] the football.
A boy the football.

The football a boy is hitting.

One correct candidate

Several challenging distractors
created by adding or removing
negation, random word delection,
random masking (replace a word with
meaninglss token), span deletion and
word reordering
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Models and Results

Models Results

Average of Glove embeddings
Concatenation of Discrete Cosine
Transform coefficients embeedings
Skip-Thought Vectors
Quick-Thought Vectors

GenSen

InferSentV1, InferSentV2
USE-DAN, USE-Transformer

CLS, avg on BERT, XLNet, RoOBERTa
SBERT

Lexical transforms

e Removing A, B and C from the
retrieval set matters

Relational Analogies

e InferSentV2 and GenSen models
achieve the highest results

e The large version of XLNet
achieves the lowest accuracy.
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Summary
e Similar to Mikolov, extended to sentences
e Analogy resolution by retrieval

e Extensive comparison of existing word and sentence encoders
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Sentential Analogies

(syntax and semantics)
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Analogy Solving by Generation

Solve sentence analogies by generating the solution rather than retrieving the
best candidate from a pool of retrieval candidates.

Encoder

e Learns an analogical representation D of D from A,Band C

Decoder

, =
e Trained to generate D from D

Wang et al. 2020


http://lepage-lab.ips.waseda.ac.jp/media/filer_public/28/0a/280afb01-3773-40d5-8d4a-e34256f45e22/wangly-icacsis-2020.pdf
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Predicting the solution vector to an analogical equation

Experiment with three ways of ABC vector learned using MSE Loss
combining the input vectors Z, ?, ¢

K
1 —— = 9
: Lmse = — ABCE, Dk
e Concatenation s€ KkZl( )

A.B.C

¢ Summation

A+B+C

e Arithmetic analogy

B-4+C
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Pretrained Decoder

e Input: a pretrained sentence
vector (SBERT, fastText), &

e RNN trained to reconstruct input
sentence using two losses

o Cross entropy loss - similarity
between predicted and
expected token

o Regression loss - similarity
between the hidden state of the
recurrent units and the
embeddings of the expected
token at every time step

Classification Loss
1 N
LCE = Z log p(wn | c)
n=1
Regression Loss
1 K 2
LMSE = 7 ];(vk—v(l?)k)

with K the dimension of the word
embeddings.
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Data

Training Data for Decoder

e English sentences from Tatoeba
corpus

e 79,171 sentences with an average
length of 7 words

Analogical Data

e 5,607 labeled analogical equations
between sentences, which include
formal and semantic analogies
between chunks.

Data Number of
sentences words/sent. characters/sent.
Training 63.336 6.7 = 1.6 28.5 = 8.0
Validation 7.917 6.7 + 1.6 284 + 8.0
Testing 7.918 6.7 £ 1.6 28.5 £ 8.0
Total 79,171
Data Number of
analogies sentences words/sent. characters/sent.
Training 3,364 3,185 7.1+ 1.2 27.0 £ 5.7
Validation 1.121 1.769 7.1 = 1.1 266 £ 5.6
'l"exling 1.121 1.667 7.0+ 1.1 263 + 5.6
Total 5.607
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Results
Resolution Edit Distance Jaccard Similarity
Composition in words in char. in words in char;cters Accuracy (%) BLEU METEOR
Vector offset method 1.3£12 50x52 0841014 0.85 = 0.15 4190  0.75 £ 0.01 0.50
concatenation 07+14 25+51 092 +0.15 0.93 = 0.13 7424 0.87 + 0.02 0.59
Linear regression  summation 1.6 22 5269 082022 0.85 = 0.18 5241 072 £ 0.02 0.49
arithmetic nlg. 04 £ 1.1 1.6 £43 095 £ 0.12 0.96 + 0.10 8324 091 = 0.01 0.64

e Analogical embeddings (B - A + C) outperform the vector offset method based
on standard sentence embeddings.
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Fine-tuning Pretrained Models on Analogies

e BART Sequence-to-Sequence (S2S) Model

e GPT-2 Language Model
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Fine-tuning BART 525 Model on masked data

Any span Term D
he will [mask] will come. :: i he will come tomorrow. : he will
have no time tomorrow. : i have come. :: 1 have no time
no time. tomorrow. : [mask]
Any term
he will come tomorrow. : he will MLM Objective

come. :: [mask] : i have no time.

Wang et al. 2022


https://iarml2022-ijcai-ecai.loria.fr/files/2022/07/Masked-prompt-learning-for-formal-analogies-beyond-words.pdf
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Fine tune GPT-2 Language Model to generate term D
he will come tomorrow. : he will come. :: 1 have no time tomorrow. : [mask]

[mask] — i have no time
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Data

Phrase Analogy (PA)
to say : want to say :: to go out : want to go out

e Based on 3,003 sentences with an average length of 25 words

e 25,310 phrases of length between 2 and 6

e Analogy: 2 pairs of phrases which illustrates the same syntactic
transformation

e Training Data: 1.5M phrase analogies with an average length of 3 words

e Test Data: 1K instance

e 00D Test data: Sentence analogies from the Tatoeba corpus, with sentence
length from from 2 to 10. 1K instances.
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Results: S2Svs LM

Data Model Masking scheme Acc (%) Levenshtein distance in chars
PA GPT-2 99.7 0.01£0.01
BART  Any span 97.5 0.0540.03

Any term 97.0 0.054+0.03

Term D 50.9 0.58+0.07

SA GPT-2 4.2 12.92+0.83
BART  Any span 114 4.28+0.38

Any term 44 4 2.85+0.29

Term D 12.0 3.1740.30

Performance decreases on OOD

In-Domain Data (PA)

e LM fine-tuning performs best

e D masking for ED performs worst

(Tarl AF viaht cantavd 2)

OOD Data (SA)

e S2S performs better than LM on
OOD data
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Summary
e Two methods for sentence analogy resolution by generation

o Encoder-decoder with custom encoder and decoder
o BART fine tuning using masked language modelling objective

¢ limited to short sentences

e Generalises poorly to OOD data
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Conclusion
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Generic encoders (Word2vec, BERT, GPT-2, BART, SBERT ...)

e create representations that have been shown to perfom well on a wide variety
of tasks
e Analogies used to analyse their quality

Custom encoders developed to support analogy classification and resolution

e How well do these encoders perform on other tasks ?
e Do these encoders allow for better generalisation ?
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