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Abstract. We give a compositional account of the semantics of wh-
questions. This account is based on the alliance of two semantic theories:
neo-Davidsonian event semantics [22], on the one hand, and inquisitive
semantics [6], on the other hand. The resulting system is implemented
in the framework of the abstract categorial grammars [13].

1 Introduction

Modeling the meaning of sentences in natural languages is a task that can be
approached from different perspectives, ranging from distributional semantics to
formal semantics. The study presented in this paper is conducted from the point
of view of and in the scope of formal semantics.

There are multiple formal accounts of the semantics of declarative sentences,
which mainly derive from Montague’s seminal work [18–20]. Most of these ac-
counts are truth-conditional: they characterize the semantics of a declarative
sentence by specifying the conditions under which that declarative sentence can
be considered as true. In the present work, our object of study is interrogative
sentences, and for this type of sentence, truth-conditional approaches do not ap-
ply immediately. It is indeed not clear what assigning a truth value to a question
would mean [12]. Is a yes/no-question true or false? What is a negative answer
to a yes/no-question? What does it mean for a wh-question to be true or false?

Soon enough following Montague’s work, Hamblin proposed a solution to
this problem [16]. His proposal consists in characterizing the semantic content
of a question by specifying its set of possible answers. This gives rise to a se-
mantic framework known as alternative semantics. The more recent theory of
Inquisitive semantics [6], which belongs to this tradition, makes several tech-
nical improvements over other Hamblin-like theories. It provides a logic that
handles interrogative and declarative sentences without differentiation, and that
is amenable to a compositional treatment, as shown in [7].

Following classic literature on formal semantics of interrogative sentences
(see [11, 24], for a survey), we investigate questions through the types of the
queries they raise. This leads us to envision an approach based on a semantic
framework that makes extensive use of thematic roles: neo-Davidsonian event
semantics [22]. Then, the main idea behind our proposal is to see, at the se-
mantic level, a wh-extraction as an inquisitive existential quantification. This
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quantification binds the variable that serves as an argument to the thematic role
corresponding to the wh-word that triggers the wh-extraction.

The paper is organized as follows. The next section presents some use-
ful linguistic and mathematical preliminaries. In particular, it encompasses a
discussion about the notion of thematic role, and brief introductions to neo-
Davidsonian semantics, inquisitive logic, and abstract categorial grammars. Sec-
tion 3 is the core of the paper, in which we formally present our proposal. We
parallel wh-extraction with quantifier raising, which brings us to consider wh-
words as generalized quantifiers. The resulting system is then formalized in terms
of abstract categorial grammars. These grammars are kept as simple as possible
with the aim of capturing the gist of the semantic interpretation of wh-questions.
This simplicity, however, is not without its drawbacks. It is indeed the case that
the grammatical system defined in Section 3 overgenerates and introduces spu-
rious ambiguities. In order to remedy this, we define in section 4 a device that
allows us to control overgeneration. This device takes the form of an additional
abstract categorial grammar that we add to our grammatical architecture. Fi-
nally, in Section 5, we conclude.

2 Linguistic and mathematical preliminaries

2.1 Wh-questions and thematic roles

As defined in [10], wh-questions, in English, are questions that give rise to an-
swers whose semantic sorts match those of the wh-phrase contained in the inter-
rogative. A wh-phrase is introduced by a wh-word: what, when, where, who,

whom, which, whose, why, how [1].
For this definition to be operational, it is necessary to systematically define

the semantic sorts. A way to do so is by using thematic roles, as inspired by [8,
17]. This raises many discussions related to the interpretation and definition of
thematic roles. To tighten up, we use the following list of thematic roles, which is
inspired by Fillmore’s and Gruber’s works [9, 15]: participant, actor, cause,
agent, undergoer, instrument, theme, pivot, patient, attribute, location
(see the definitions in Table 1). This list is in fact adapted from [3], without
thematic roles specific to events with symmetrical participants, events of per-
ception, or events of communication, and with the addition of the Location role
from [4].

We note that a more detailed list of thematic roles is presented in the DIT++
schema [4], a semantically based framework for the analysis and annotation of
dialogue. Following the statement in [2] that no fixed list of thematic roles can
be established (nor crosslinguistic, nor for English only), we choose to showcase
our method on a shorter list for the sake of readability. Our model can be easily
tailored to a different list of thematic roles.

Once the thematic roles are set, asking a wh-question corresponds to interro-
gating the content of a thematic role. Therefore, in order to express the semantics
of wh-questions, we need a formalism that gives an explicit access to terms or
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Table 1. List of thematic roles

Thematic role Definition

Participant Entity involved in a state or event

Actor Participant that is the instigator of an event

Cause Actor (animate or inanimate) in an event, that initiates
the event, without intentionality or consciousness, exist-
ing independently of the event

Agent Actor in an event who initiates and carries out the event
intentionally or consciously, existing independently of the
event

Undergoer Participant in a state or event that is not an instigator
of the event or state

Instrument Undergoer that is central to an event or state that is not
an instigator of the event or state

Theme Undergoer that is central to an event or state that does
not have control over the way the event occurs, is not
structurally changed by the event, and/or is character-
ized as being in a certain position or condition through-
out the state

Pivot Theme that participates in an event with another theme
unequally but is central to the event

Patient Undergoer in an event that experiences a change of state,
location, or condition, that is causally involved or directly
affected by other participants, and exists independently
of the event

Attribute Undergoer that is a property of an entity or entities, as
opposed to the entity itself

Location Place where an event occurs or a state is true

variables corresponding to the content of thematic roles. neo-Davidsonian event
semantics [22] is such a formalism.

2.2 Neo-Davidsonian event semantics

Neo-Davidsonian event semantics (NDES) is a formalism in which every sen-
tence is considered in terms of occurring events and ways the sentence semantic
constituents relate to this event. Recent updates such as [5, 23] present compo-
sitional versions of NDES.
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Neo-Davidsonian semantics can be formalized using a simple type theory
with three atomic types:

e (entities)

t (truth values)

v (events)

e and t are inherited from Montague [20], while v is introduced as the type of
events. To illustrate the approach, let us give a simple example taken from [5].
Consider the following sentence:

(1) John kissed Mary

A classical Montague grammar would express the semantics of (1) by a simple
atomic formula akin to the following one:

(2) kiss johnmary

where kiss is of type e→ e→ t, and john and mary are of type e.

By contrast, a Montague grammar based on NDES would interpret (1) as
follows:

(3) ∃e. (kiss e) ∧ (agent e john) ∧ (patient emary)

whith kiss of type v → t, and agent and patient of type v → e → t. The
intuition behind this neo-Davidsonian interpretation may be grasped by para-
phrasing (3) as follows: there is a kissing event the agent of which is John and
the patient of which is Mary.

One of the main arguments in support of NDES is its flexibility with regard
to the treatment of the optional arguments of the verbs. To exemplify it, let us
add to Example (1) an adverbial modifier.

(4) John kissed Mary in the garden

In Montague semantics, a verb phrase is interpreted as (the intension of) a set of
entities. Accordingly, an adverbial modifier is interpreted as a set transformer.
With such an approach, the semantic interpretation of (4) might be as below:

(5) in the garden (λx.kissxmary) john

where in is of type e→ (e→ t)→ e→ t.

Using a neo-Davidsonian approach, the semantic interpretation of (4) would
be rather different:



An inquisitive account of wh-questions through event semantics 5

(6) ∃e. (kiss e)∧(agent e john)∧(patient emary)∧(location e the garden)

It then appears that the entailment relation existing between (4) and (1) is
semantically accounted for by the purely logical entailment of (3) by (6). This is
not the case with the traditional Montagovian approach, where the entailment
of (2) by (5) would necessitate some meaning postulates.

For the issue at hand in this paper, namely the semantic treatment of wh-
questions, a neo-Davidsonian approach will allow us to interrogate the different
thematic roles using a unique interrogative quantifier. Consider the three wh-
questions one may derive from (4):

(7) a. Who did kiss Mary in the garden?

b. Whom did John kiss in the garden?

c. Where did John kiss Mary?

Using a unique interrogative quantifier, say “which”, our semantic account of
(7a-c) will amount to a logical translation of the following respective paraphrases:

(8) a. which is the agent of the kissing event whose patient is Mary and
whose location is the garden?

b. which is the patient of the kissing event whose agent is John and whose
location is the garden?

c. which is the location of the kissing event whose agent is John and
whose patient is Mary?

Now, as it will appear in the sequel, this unique interrogative quantifier,
which, is in fact the existential quantifier of inquisitive semantics.

2.3 Inquisitive semantics

In Montague’s intensional logic [20], as in modal logic, a declarative proposition
is semantically interpreted as a set of possible worlds. In Hamblin-like logics of
questions and answers, a question is identified with its set of possible answers.
Therefore, since an answer is itself modeled by a declarative proposition, a ques-
tion must be modeled by a set of declarative propositions. At the semantic levels,
it means that a question must be interpreted as a set of sets of possible worlds.

Inquisitive semantics elaborates on this idea and stipulates, in addition, that
both declarative and interrogative propositions must be interpreted as non-
emtpty sets of sets of possible worlds that are downward closed by set inclusion.
The consequences of this principle are twofold. On the one hand, inquisitive
semantics provides a framework in which both declarative and interrogative ex-
pressions are treated in a uniform way. It is even the case that there is no neat
separation between interrogative and declarative forms. In fact, in inquisitive
semantics, every proposition has both an informative and an inquisitive content.
On the other hand, interpretating an inquisitive proposition as a set of sets that is
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downward closed allows conjunction and disjunction to be defined in a standard
way, i.e., as intersection and union, respectively. The same is true of quantifiers:
universal quantification is interpreted as an arbitrary intersection while existen-
tial quantification is interpreted as an arbitrary union. Let us illustrate all this
with examples.

Let us posit a domain of interpretation, D = {a, b}, with two individuals
(which we will call Alice and Bob), and a set of four possible worlds W =
{aa,as, sa, ss}. The intended meaning of these four possible worlds is as follows:
aa is the world where both Alice and Bob are awake; as is the world where Alice
is awake and Bob is sleeping; sa is the world where Alice is sleeping and Bob
is awake; ss is the world where they are both sleeping. Then, the proposition
ϕ1 that Alice sleeps and the proposition ϕ2 that Bob sleeps are interpreted as
follows:

Jϕ1K = {{sa, ss}, {sa}, {ss},∅}
Jϕ2K = {{as, ss}, {as}, {ss},∅}

The inquisitive conjunction of ϕ1 and ϕ2 is interpreted as the intersection of
their interpretations:

Jϕ1 ∧ ϕ2K = Jϕ1K ∩ Jϕ2K
= {{sa, ss}, {sa}, {ss},∅} ∩ {{as, ss}, {as}, {ss},∅}
= {{ss},∅}

It corresponds to the assertion that both Alice and Bob are sleeping.
The inquisitive disjunction of ϕ1 and ϕ2 is interpreted as the union of their

interpretations:

Jϕ1 ∨ ϕ2K = Jϕ1K ∪ Jϕ2K
= {{sa, ss}, {sa}, {ss},∅} ∪ {{as, ss}, {as}, {ss},∅}
= {{as, ss}, {sa, ss}, {as}, {sa}, {ss},∅}

This disjunction does not correspond to a proposition asserting that Alice or
Bob is sleeping, but rather to the question whether Alice or Bob is sleeping. The
mere assertion, ϕ3, that Alice or Bob is sleeping is interpreted in a different way:

Jϕ3K = {{as, sa, ss}, {as, sa}, {as, ss}, {sa, ss}, {as}, {sa}, {ss},∅}

The proposition, ϕ4 asserting that Alice does not sleep is interpreted as fol-
lows:

Jϕ4K = {{aa,as}, {aa}, {as},∅}
Then, the inquisitive disjunction of ϕ1 and ϕ4 corresponds to the polar question
whether Alice is sleeping :

Jϕ1 ∨ ϕ4K = Jϕ1K ∪ Jϕ4K
= {{sa, ss}, {sa}, {ss},∅} ∪ {{aa,as}, {aa}, {as},∅}
= {{aa,as}, {sa, ss}, {aa}, {as}, {sa}, {ss},∅}
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The interpretation of an inquisitive proposition being downward closed, it
is completely characterized by its maximal elements. In our last example, these
maximal elements are {aa,as} and {sa, ss}. They respectively corresponds to
the set of worlds where Alice does not sleep, and to the one where she sleeps. In
other words, these two maximal elements correspond to two modal propositions:
one asserting that Alice does not sleep, and the other one, that Alice sleeps. These
two propositions are precisely the two possible answers to the polar question
whether Alice is sleeping or not. This illustrates that these maximal elements
are, in fact, the counterpart of Hamblin’s alternatives.

In inquisitive semantics, a proposition has both an informative and an in-
quisitive content. Its inquisitive content, which corresponds to Hamblin’s alter-
natives, is given by the maximal elements, while its informative content is given
by the merging of these maximal elements. For instance, the informative content
of proposition ϕ1∨ϕ2 is that somebody (Alice or Bob) is sleeping, and its inquis-
itive content is the issue whether Alice or Bob is sleeping. The proposition may
then be paraphrased as follows: knowing that somebody is sleeping, one wonders
whether Alice or Bob is sleeping. The interpretation of a mere assertion such as
ϕ1 has only one maximal element. Accordingly, its inquisitive content is trivial,
and its paraphrase would be: knowing that Alice is sleeping, one wonders whether
she is sleeping. Similarly, a mere question such as ϕ1 ∨ ϕ4 has a trivial informa-
tive content: knowing that Alice sleeps or does not sleep, one wonders whether
she is sleeping. This absence of an actual informative content corresponds to the
fact that the set of maximal elements of the proposition covers the set of possible
worlds.

Inquisitive semantics features two projection operators, ! and ?, that respec-
tively trivialize the inquisitive content and the informative content of a propo-
sition. These operators may be defined as follows:

J!ϕK = P(
⋃

JϕK)

J?ϕK = JϕK ∪P(W \
⋃

JϕK)

where W is the set of possible worlds. Then, for any proposition ϕ, one has:

ϕ = !ϕ ∧ ?ϕ

Interestingly enough, these projection operators allow the interpretation of
the logical connectives to be refined by providing them with different possible
meanings. For instance, proposition ϕ3, which corresponds to a non-inquisitive
disjunction of ϕ1 and ϕ2, may be expressed as !(ϕ1 ∨ ϕ2).

We complete this brief introduction to inquisitive semantics by defining first-
order inquisitive logic.

Let 〈F ,R〉 be the signature of a first-order language, where F is the set
of function symbols, and R is the set of relation symbols. From this signature
together with a set X of first-order variables, the notions of terms and of first-
order formulas are defined in the standard way.

The notion of a model is as usual in modal logic, i.e., a triple 〈D,W, I〉, where
D is the domain of interpretation, W is the set of possible worlds, an I is an
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interpretation function ranging over F ∪R, such that:

I(F ) ∈ DDn

for F ∈ F of arity n

I(R) ∈P(W )D
n

for R ∈ R of arity n

Given a valuation ξ from X into D, the interpretation JtKξ of a term t is
defined as usual, and the interpretation of a first-order formula is then given by
the following equations:

JR(t1, . . . , tn)Kξ = P(I(R)(Jt1Kξ, . . . , JtnKξ))
J¬ϕKξ = {s | ∀t ∈ JϕKξ. s ∩ t = ∅}

Jϕ ∧ ψKξ = JϕKξ ∩ JψKξ
Jϕ ∨ ψKξ = JϕKξ ∪ JψKξ

Jϕ→ ψKξ = {s | ∀t ⊆ s. t ∈ JϕKξ → t ∈ JψKξ}
J∀x. ϕKξ =

⋂
d∈DJϕKξ[x:=d]

J∃x. ϕKξ =
⋃
d∈DJϕKξ[x:=d]

As for the projection operators ! and ?, they may be added as defined con-
nectives:

!ϕ = ¬¬ϕ
?ϕ = ϕ ∨ ¬ϕ

In order to illustrate the difference between inquisitive first-order logic and
usual classical first-order logic let us work out the inquisitive interpretation of
an existential formula such as ∃x. sleepx.

For the purpose of our example, we consider a model with the same domain
of interpretation and the same set of possible worlds as previously. Then, we let
the interpretation function I be such that:

I(sleep)(a) = {sa, ss}
I(sleep)(b) = {as, ss}

In this setting, we have:

J∃x. sleepxKξ =
⋃
d∈DJsleepxKξ[x:=d]

= (JsleepxKξ[x:=a]) ∪ (JsleepxKξ[x:=b])
= (P(I(sleep)(a))) ∪ (P(I(sleep)(b)))

= {{sa, ss}, {sa}, {ss},∅} ∪ {{as, ss}, {as}, {ss},∅}
= {{as, ss}, {sa, ss}, {as}, {sa}, {ss},∅}

This example shows that an inquisitive existential quantification, in general,
has both an actual informative and an actual inquisitive content. This double
content, which in the present case is the fact that somebody is sleeping and the
issue whether it is Alice or Bob, may be adjusted using the projection operators.
This gives rise to three kinds of existential quantifications, which in our example
correspond to the following formulas:
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(9) a. ! ∃x. sleepx
b. ?∃x. sleepx
c. ∃x. sleepx

Intuitively, these three formulas are the logical counterpart the three following
utterances, respectively:

(10) a. Somebody is sleeping.

b. Who is sleeping? (nobody being a possible answer)

c. Somebody is sleeping. Who is it?

2.4 Abstract Categorial Grammars

The account of wh-question semantics that we give in the next sections is for-
malized using the framework of abstract categorial grammars [13]. For the sake
of self-containedness, we give here the definitions necessary to understand this
formalism.

We assume from the reader some acquaintance with the simply typed λ-
calculus. Nevertheless, in order to fix the terminology, we briefly reminds the
main definitions that we will be need in the sequel. In particular, we review the
notions of simple types, higher-order signature, and linear λ-terms built upon a
higher-order linear signature.

Let A be a set of atomic types. The set T (A) of simple types built upon A
is inductively defined as follows:

1. if a ∈ A, then a ∈ T (A);
2. if α, β ∈ T (A), then (α→ β) ∈ T (A).

Given two sets of atomic types, A and B, a mapping h : T (A) → T (B) is
called a type homomorphism (or a type substitution) if it satisfies the following
condition:

h(α→ β) = h(α)→ h(β)

A higher-order signature consists of a triple Σ = 〈A,C, τ〉, where:

1. A is a finite set of atomic types;
2. C is a finite set of constants;
3. τ : C → T (A) is a function that assigns to each constant in C a linear

implicative type in T (A).

Let X be a infinite countable set of λ-variables. The set Λ(Σ) of linear λ-
terms built upon a higher-order linear signature Σ = 〈A,C, τ〉 is inductively
defined as follows:

1. if c ∈ C, then c ∈ Λ(Σ);
2. if x ∈ X, then x ∈ Λ(Σ);
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3. if x ∈ X, t ∈ Λ(Σ), and x occurs free in t exactly once, then (λx. t) ∈ Λ(Σ);

4. if t, u ∈ Λ(Σ), and the sets of free variables of t and u are disjoint, then
(t u) ∈ Λ(Σ).

Let Σ1 and Σ2 be two signatures. We say that a mapping h : Λ(Σ1)→ Λ(Σ2)
is a λ-term homomorphism if it satisfies the following conditions:

h(x) = x
h(λx. t) = λx. h(t)
h(t u) = h(t) (h(u))

Given a higher-order linear signature Σ = 〈A,C, τ〉, each linear λ-term in
Λ(Σ) may possibly be assigned a linear implicative type in T (A). This type
assignment obeys the following typing rules:

−Σ c : τΣ(c) (CONS)

x : α −Σ x : α (VAR)

Γ, x : α −Σ t : β

Γ −Σ (λx. t) : (α→ β)
(ABS)

Γ −Σ t : (α→ β) ∆ −Σ u : α

Γ,∆ −Σ (t u) : β
(APP)

where dom(Γ ) ∩ dom(∆) = ∅.

Let Σ1 = 〈A1, C1, τ1〉 and Σ2 = 〈A2, C2, τ2〉 be two higher-order signatures.
A lexicon, L : Σ1 → Σ2, is defined to be a realization of Σ1 into Σ2, i.e., an
interpretation of the atomic types of Σ1 as types built upon A2, together with
an interpretation of the constants of Σ1 as linear λ-terms built upon Σ2. These
two interpretations must be such that their homomorphic extensions commute
with the typing relations. More formally, a lexicon L from Σ1 to Σ2 is defined
to be a pair L = 〈F,G〉 such that:

1. F : A1 → T (A2) is a function that interprets the atomic types of Σ1 as
linear implicative types built upon A2;

2. G : C1 → Λ(Σ2) is a function that interprets the constants of Σ1 as linear
λ-terms built upon Σ2;

3. the interpretation functions are compatible with the typing relation, i.e., for
any c ∈ C1, the following typing judgement is derivable:

−Σ2
G(c) : F̂ (τ1(c)) (†)

where F̂ is the unique homomorphic extension of F .
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Remark that Condition (†) compels G(c) to be typable with respect to the
empty typing environment. This means that G interprets each constant c as a
closed linear λ-term. Now, writing L for both the homomorphic extensions F
and G, Condition (†) ensures that the following commutation property holds for
every t ∈ Λ(Σ1):

if −Σ1
t : α then −Σ2

L (t) : L (α)

We now define an abstract categorial grammar (ACG, for short) as a quadru-
ple, G = 〈Σ1, Σ2,L , S〉, where:

1. Σ1 and Σ2 are two higher-order linear signatures; they are called the abstract
vocabulary and the object vocabulary, respectively;

2. L : Σ1 → Σ2 is a lexicon from the abstract vocabulary to the object vocab-
ulary;

3. S is an atomic type of the abstract vocabulary; it is called the distinguished
type of the grammar.

Every ACG G generates two languages: an abstract language, A(G ), and an
object language O(G ).

The abstract language, which may be seen as a set of abstract parse struc-
tures, is the set of closed linear λ-terms built upon the abstract vocabulary and
whose type is the distinguished type of the grammar. It is formally defined as
follows:

A(G ) = {t ∈ Λ(Σ1) : −Σ1
t : S is derivable}

The object language, which may be seen as the set of surface forms generated
by the grammar, is defined to be the image of the abstract language by the term
homomorphism induced by the lexicon.

O(G ) = {t ∈ Λ(Σ2) : ∃u ∈ A(G ). t =βη L (u)}

Both the abstract language and the object language generated by an ACG are
sets of linear λ-terms. This allows more specific data structures such as strings,
trees, or first-order terms to be represented. A string of symbols, for instance,
can be encoded as a composition of functions. Consider an arbitrary atomic type

s, and define σ
4
= s→ s to be the type of strings. Then, a string such as ‘abbac’

may be represented by the linear λ-term:

λx. a (b (b (a (c x)))),

where the atomic strings ‘a’, ‘b’, and ‘c’ are declared to be constants of type σ.
In this setting, the empty word is represented by the identity function:

ε
4
= λx. x

and concatenation is defined to be functional composition:

+
4
= λα. λβ. λx. α (β x),

which is indeed an associative operator that admits the identity function as a
unit.
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3 A categorial formalisation of the syntax and semantics
of wh-interrogatives

It is usual in the categorial grammar tradition to distinguish between the quan-
tified noun phrases and the mere noun phrases, at the syntactic level. While the
latter are assigned a simple atomic type np, the former are assigned the func-
tional type (np → s) → s, which reflects the fact that a quantified expression
takes a scope. This allows for a smooth treatment of scope ambiguities.

Let us illustrate this approach by considering the following sentence:

(11) Every farmer fed a donkey.

the two possible readings of which are captured by the following two syntactic
structures:

S

NP

[every farmer ]1

S

NP

[a donkey ]2

S

t1 VP

V

fed

t2

S

NP

[a donkey ]2

S

NP

[every farmer ]1

S

t1 VP

V

fed

t2

In order to give an abstract categorial account of sentence (11), one may
declare abstract constants of the following types:

farmer, donkey : n
a, every : n → (np → s)→ s

fed : np → np → s

Then, the above syntactic structures are encoded in an almost straightforward
way by the λ-terms given in Figure 1.

This categorial treatment of scope ambiguities, which directly derives from
Montague [20], might be problematic when the targeted semantic formalism is
Davidson’s event semantics. It has indeed been argued that Montague’s treat-
ment of quantification does not combine smoothly with event semantics. The
problem is that, in event semantics, a declarative sentence that is ultimately in-
terpreted as a truth value (t) is first interpreted as a set of events (v→ t). Then,
switching from the latter interpretation of a sentence to the former necessitates
an existential-closure operator, which may badly interact with the quantifiers
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@

@

every farmer

λx

@

@

a donkey

λy

@

@

fed y

x

@

@

a donkey

λy

@

@

every farmer

λx

@

@

fed y

x

Fig. 1. Syntactic structures as linear λ-terms

that occur in the interpretation of the sentence. Fortunately, the literature pro-
vides at least two solutions to this problem. A first one is due to Champollion [5],
and a second one to Winter and Zwarts [23]. We follow this second solution since
it is in line with the categorial tradition that we are advocating.

Winter and Zwarts’ solution consists in assigning two different syntactic types
to the sentences. On the one hand, a first type (s0) is used for the “open”
sentences, i.e., the sentences that are semantically interpreted as sets of events,
and, on the other hand, a second syntactic type (s) is used for the sentences
that are interpreted as truth values. Then, the existential closure operator allows
values of type s0 to be coerced into values of type s. Accordingly, the abstract
signature we have sketched above is transformed as follows:

farmer, donkey : n
a, every : n → (np → s)→ s

fed : np → np → s0
e-clos : s0 → s

This ensures that the existential closure operator will always take a narrower
scope with respect to the other quantifiers.

Now, it is well known that there is a strong analogy between quantifier raising
and wh-extraction. Following this analogy suggests that we should assign to a
wh-noun phrase the type that we assign to a quantified noun phrase. Typically:

who : (np → s)→ s

Similarly, a wh-determiner must be assigned the same type as a quantificational
determiner:
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which : n → (np → s)→ s

Finally, wh-adverbs must be assigned the same type as the quantified adverbial
modifiers, which are assigned ((s0 → s0 )→ s)→ s [14]. Accordingly, we have:

where : ((s0 → s0 )→ s)→ s

Putting everything together, we end up with an abstract syntax specified
by the signature given in Table 2, where e-clos and q are syntactically silent
operators. The first one allows an open sentence to be turned into a closed one.
The second allows a declarative proposition to be turned into a polar question.

Table 2. Abstract syntax signature

Abstract Syntax

farmer, donkey, meadow : n
the : n → np

a, some, every, which : n → (np → s) → s
in : np → s0 → s0

fed, did-feed : np → np → s0
who : (np → s) → s

where : ((s0 → s0 ) → s) → s
e-clos : s0 → s

q : s → s

In abstract categorial grammars, the language generated by an abstract sig-
nature (such as the one given in Table 2) acts as a pivot language between surface
forms and semantic interpretations. This is typically the way an abstract cate-
gorial grammar models the syntax-semantics interface:

Abstract Syntax

Surface Realization

uu

Semantics Interpretation

((
Surface Forms Semantics

Consequently, in order to complete the picture, it remains to give the syntac-
tic and the semantic translations of the abstract syntax specified by the signature
of Table 2. These are given in Table 3 and Table 4, respectively.

We may now illustrate the overall approach by treating the following example:

(12) Where did every farmer feed a donkey?

The above sentence contains three binding expression: a wh-adverb (where), and
two quantified noun phrases (every farmer and a donkey). The relative scope of
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Table 3. Surface realisation lexicon

Surface Realization

farmer := farmer
donkey := donkey
meadow := meadow

the := λx. the + x
a := λxp. p (a + x)

some := λxp. p (some + x)
every := λxp. p (every + x)
which := λxy.which + x+ (y ε)

in := λxy. y + in + x
fed := λxy. y + fed + x

did-feed := λxy.did + y + feed + x
who := λx.who + (x ε)

where := λq.where + (q (λx. x))
e-clos := λx. x

q := λx. x

Table 4. Semantic interpretation lexicon

Semantic Interpretation

farmer := λx. farmerx
donkey := λx.donkey x
meadow := λx.meadow x

the := λp. the (λx. p x)
a, some := λpq. !(∃x. (p x) ∧ (q x))
every := λpq.∀x. (p x) → (q x)
which := λpq.∃x. (p x) ∧ (q x)

in := λxp. λe. (p e) ∧ (location e x)
fed, did-feed := λxy. λe. (fed e) ∧ (patient e x) ∧ (agent e y)

who := λp. ∃x. p x
where := λp. ∃x. p (λq. λe. (q e) ∧ (location e x))
e-clos := λp. !(∃e. p e)

q := λx. ?x

these binding expressions must obey the constraint that the wh-expression takes
the widest scope. Consequently, we are only left with two possible readings: one
where the relative scope of the quantified noun phrases follows the surface order;
another one where a donkey takes scope over every farmer.
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These two readings correspond to two different syntactic structures, which
are modelled as λ-terms built upon the signature given in Table 2. These λ-terms
are the following ones:

(13) q (where
(λf.everyfarmer

(λx.adonkey (λy.e-clos (f (did-feed y x))))))

(14) q (where
(λf.adonkey

(λx.everyfarmer (λy.e-clos (f (did-feedx y))))))

Both (13) and (14) yield the same result when the surface realization lexicon
given in Table 3 is applied to them:

(15) where + did + every + farmer + feed + a + donkey

By contrast, when the semantic interpretation given in Table 4 is applied to
them, (13) and (14) yield the two expected different readings:

(16) ?∃x. ∀y. (farmer y)→
! (∃z. (donkey z) ∧

! (∃e. (fed e) ∧ (patient e z) ∧ (agent e y) ∧ (location e x)))

(17) ?∃x. ! (∃y. (donkey y) ∧
(∀z. (farmer z)→

! (∃e. (fed e) ∧ (patient e y) ∧ (agent e z) ∧ (location e x))))

4 Controlling wh-extraction and quantifier raising

The grammar we have sketched in the previous section is quite simple, and
has the advantage of highlighting the parallel that exists between declarative
and interrogative sentences. In particular, it is based on a uniform treatment of
quantification raising and wh-extraction. This simplicity, however, is not with-
out its drawbacks. These are threefold. Firstly, our grammar assigns the same
syntactic categories to both the declarative and the interrogative forms (for in-
stance, every and which are both assigned n → (np → s) → s). This gives
rise to a grammar that generates ungrammatical surface forms such as:

(18) ∗Every farmer fed which donkey in which meadow.

Secondly, allowing the quantifiers to take any possible scope results in spurious
ambiguities. For instance, a sentence such as:
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(19) A farmer fed a donkey in a meadow.

will give rise to six different abstract syntactic structures the semantic inter-
pretations of which are all logically equivalent. Finally, the interactions between
wh-extraction and quantifier raising must obey some constraints. For instance,
in a wh-question, the wh-quantifier must always take the wider scope. Consider
again example (12). The signature given in Table 2 allows one to built syntactic
structures, such as the following one, that do not respect the wh-quantifier wider
scope constraint:

(20) everyfarmer
(λx.where (λf.adonkey (λy.e-clos (f (did-feed y x)))))

Consequently, our grammar might allow nonsensical semantic interpretations to
be derived.

The three kinds of defects that our grammar presents are all the consequence
of a same fact: the abstract syntax signature of Table 2 allows too many abstract
syntactic structures to be derived. In order to overcome this difficulty, we should
be able to select among the λ-terms that can be built upon the signature of
Table 2 the ones that correspond to legitimate abstract syntactic structures. A
modular and efficient solution to this problem consists in using an additional
abstract categorial grammar (which we will call the control grammar) in order
to rule out the illegitimate abstract syntactic structures. This idea results in the
following grammatical architecture:

Control Signature

Control Lexicon

��
Abstract Syntax

Surface Realization

uu

Semantics Interpretation

((
Surface Forms Semantics

In this architecture, the control signature may be seen as a type refinement
of the abstract syntax. Typically, it distinguishes between different types of verb
phrases and sentences, e.g., declarative verb phrase (vp) and interrogative verb
phrase (vpq). This is useful, for instance, to prevent the grammar from assigning
a declarative meaning to an interrogative sentence. It also distinguishes between
different types of noun phrases, e.g, existentially quantified noun phrases (npe)
and universally quantified noun phrases (npu). This is used to prevent a quan-
tified noun phrase to be raised over another quantified noun phrase of the same
quantificational force.
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We have developed such a control grammar, which is unfortunately too large
to be presented here1. Just to give a flavor of it, by way of illustration, we give
in Tables 5 and 6 the excerpt that allows example (12) to be dealt with.

Table 5. Control signature (excerpt)

Control Signature

a : n → npe
every : n → npu

donkey : n
farmer : n

Inpe : npe → np
Inpu : npu → np

did-feed : np → vpq
did-feed2 : vpqnp

where : sq0 → s
SQ4 : np → vpq → sq0

SQ14 : npu → vpqnp → sq0npe
QRq13 : npe → sq0npe → sq0

Table 6. Control lexicon (excerpt)

Control Lexicon

a := a
every := every

donkey := donkey
farmer := farmer

Inpe := λx. x
Inpu := λx. x

did-feed := λpxf. p (λy. f (did-feed y x))
did-feed2 := λxyf. f (did-feedx y)

where := λp.q (where (λf. p (λs. e-clos (f s))))
SQ4 := λpqf. p (λx. q x f)

SQ14 := λpqxf. p (λy. q (x y) f)
QRq13 := λpqf. p (λx. q x f)

1 It is about three times larger than the grammar presented in Section 3.
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5 Conclusion and future work

The semantic analysis of wh-questions that we have presented in this paper is
based on a strong parallel between wh-words and thematic roles. This parallel,
however, is not always as obvious as it might seems. Let us discuss the cases of
some wh-words that might be problematic: whose, how, what, and why.

whose raises the problem of modeling the possessive relation. It is well known
indeed that the possessive relation is multiple and that it does not correspond to
a single thematic relation. In many cases, the type of the relation and the the-
matic role played by the possessor can be determined from the lexical semantics
of the possessed entity. In some other cases, however, the nature of the posses-
sive relation also depends on the nature of the possessor. These difficulties, in
fact, are not specific to the use of the wh-word whose. They are related to the
semantics of possessives, which is a subject on its own.

Regarding how, the difficulty is also contextual: the meaning of the wh-word
how depends on the expression how is paired with. Consider the difference be-
tween how long and how far. In the first case, the interrogated thematic role
might be time-related, while in the second case, it is location-related.

In many cases, what appears to be close in behavior either to who and whom,
or to which. The difference between what and which seems to come from prag-
matic considerations: the interpretation of what hugely depends on the context
in which this interrogative word is used, while which is restrained in its interpre-
tation by the definition of the set from which the choice of the response is made.
what may also occur in a generic question such as what did the farmer do. This
question does not interrogate a thematic role but rather the nature of an event.
It could be paraphrase as of which kind of event was the farmer the agent. In
the current state of our model, this cannot be treated because it would require
a second-order quantification.

Finally, the difficulty with why is that it does not interrogate a thematic
role but rather the argument of a discourse relation. Consequently, in order to
propose a treatment of why, we would need to extend our model with a theory
of discourse, including a theory of discursive relations.

All the possible extensions that we have discussed above will be subject to
further work.
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