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Abstract / Résumé

Abstract

This work is concerned with large language models (LLMs), the current dominant paradigm

in natural language processing in research and industrial settings, thanks to those models’

generalization capabilities. Although LLMs have generated wide excitement, many obstacles

are left before they can be deployed everywhere, not the least of which is the fact that state-of-

the-art results are, for now, only possible in English, with other languages far behind.

We try to make progress towards better models in languages with lower amounts of lin-

guistic resources. In the first half, we create artifacts: we process and crowdsource a large

multilingual dataset for language modeling and document the tools required for this, and then

we train the first open massive multilingual language model as part of a large international

research collaboration. In the latter half, we propose empirically derived recommenda-

tions for practitioners in low-resource pretraining and finetuning settings. We estimate the

performance degradation that results from training on multiple epochs in compute-rich,

data-constrained settings and find that it is broadly acceptable. We then show that the

prompt-following capabilities of language models can be combined with the pretrain-then-

finetune paradigm in NLP and that this helps particularly in settings where downstream task

data is scarce.

Résumé

Cette thèse s’intéresse aux grands modèles de langage (LLMs), le paradigme actuellement

dominant de traitement du langage naturel dans la recherche et l’industrie grâce aux capac-

ités de généralisation de ces modèles. Bien que les LLM aient suscité un vif engouement,

de nombreux obstacles demeurent avant qu’ils ne puissent être déployés partout, un des

principaux étant que les résultats de pointe ne sont, pour l’instant, possibles qu’en anglais,

les autres langues étant bien en retard.

Nous essayons dans ce travail de progresser vers de meilleurs modèles dans les langues
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disposant de moins de ressources d’entraînement. Dans une première partie, nous créons des

artefacts : nous traitons et mettons en commun une grande base de données multilingue pour

la modélisation du langage et documentons les outils nécessaires pour cela, puis nous en-

traînons le premier modèle de langage massivement multilingue dans le cadre d’une grande

collaboration internationale de recherche. Dans une deuxième partie, nous proposons des

recommandations empiriquement dérivées pour l’entraînement et le peaufinage sur des

ressources de faible quantité. Nous estimons la dégradation des performances qui résulte de

l’entraînement sur plusieurs époques dans des environnements riches en puissance de calcul

mais pauvres en données et constatons qu’elle est largement acceptable. Nous montrons

ensuite que les capacités des modèles de langage à suivre des instructions peuvent être com-

binées avec le paradigme d’entraînement puis peaufinage, et que cela aide particulièrement

dans les situations où les données pour les tâches en aval sont rares.

Résumé long

En l’espace de quelques années seulement, les modèles de langage, qui consistent en des

estimateurs de la probabilité d’une séquence de texte, sont passés d’un exercice principale-

ment académique - faire réimplémenter le lissage Kneser-Ney aux étudiants de première

année, puis passer aux problèmes intéressants - à une véritable industrie. En ce court laps

de temps, ces techniques se sont avérées être un outil de travail fiable pour un large éventail

de problèmes en traitement du langage naturel (TAL, NLP en anglais), se hissant d’abord au

sommet des benchmarks de recherche, puis dépassant totalement ces derniers, grâce à leurs

propriétés favorables de dimensionnement et à l’augmentation constante des données et des

capacités de calcul qui permettent de nourrir cette mise à l’échelle. Une thèse maximaliste

pourrait avancer que tous les problèmes peuvent être exprimés sous forme de texte, et que les

grands modèles de langage (LLMs) sont actuellement en train de résoudre le traitement de

texte en général; ils devraient même bientôt se déployer dans d’autres modalités, associés

à des encodeurs d’images et d’audio et intégrés dans des algorithmes d’apprentissage par

renforcement.

Malgré l’enthousiasme qu’ils suscitent, cependant, les LLMs ont encore un long chemin

à parcourir. Un débat animé est encore en cours sur l’étendue de leurs capacités, et en

particulier sur leur aptitude à généraliser. Le manque de transparence croissant dans le

domaine n’aide pas : avec seulement quelques détails sur les modèles les plus puissants,

et aucune autre façon de les interroger qu’à travers des API en boîte noire, il est difficile

d’examiner leurs compétences. Quelle que soit l’issue de ce débat, il existe cependant un

cadre dans lequel nous savons qu’ils sont encore très imparfaits : dans les environnements

non anglophones et plus généralement multilingues, les meilleurs modèles de langage ne

sont pas à la hauteur des promesses de la thèse maximaliste, principalement freinés par un

manque de données d’entraînement.
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Notre objectif à long terme est de rendre cette technologie plus largement disponible dans

toutes les langues. Concrètement, pour le moment, cela signifie qu’il faut rendre possible

l’entraînement de modèles de langage dans les langues à faibles ressources, ce qui est ici une

dénomination très large - les ensembles de données de milliers de milliards de mots qui ont été

utilisés pour entraîner la dernière génération de LLM ne sont à la disposition que de très peu

de communautés linguistiques. Cette thèse comporte trois contributions à cet objectif : dans

le cadre d’une grande collaboration internationale de recherche, nous compilons, traitons et

documentons un grand ensemble de données multilingues pour la modélisation du langage,

ainsi que les outils que nous avons utilisés pour le créer ; nous utilisons ensuite cet ensemble

de données pour former le premier grand modèle de langage massivement multilingue, dans

le but de diffuser tout le savoir-faire nécessaire pour des projets de cette envergure ; et enfin,

dans un travail plus théorique inspirés par nos difficultés dans la première partie, nous

déduisons de manière empirique un ensemble de recommandations actionnables pour les

chercheurs dans les environnements à données limitées.

Dans le premier chapitre, une présentation générale, nous commençons par définir

quelques termes: les différents types de modèles, des premières expériences humaines aux

modèles modernes basés sur les transformers, puis les différents objectifs de modélisation

de langage, en se concentrant sur les modèles causaux (ou autoregressifs) et les modèles à

masques. Nous présentons ensuite une brève histoire de l’évolution des modèles de langage,

de composants pour d’autres tâches telles que la reconnaissance vocale et la traduction

automatique aux modèles pré-entraînés modernes. La puissance de calcul étant devenue plus

disponible avec le temps, les méthodes universelles qui utilisent le calcul de manière efficace

ont finalement été favorisées, avec l’émergence d’un nouveau champ de recherche visant à

obtenir des capacités de multi-tâches à partir des modèles, en donnant des instructions en

langage naturel pour expliquer chacune des tâches. Finalement, nous montrons comment

cela a permis l’apparition du zero-shot, ou classification sans données spécifiques, qui est

devenue la principale métrique pour évaluer les modèles de langage de dernière génération,

en particulier sur des tâches de génération ouvertes.

Une fois ces présentations faites, nous présentons comment les modèles de langage sont

typiquement évalués. La dominance de BERT, puis la course entre BERT et ses successeurs,

a été mesurée sur des benchmarks multi-tâches petite taille, contenant généralement une

petite douzaine de tâches de NLP académiques et leurs données assorties. Ces benchmarks

ont fini par être saturés par les modèles; cependant, avec l’essor de l’évaluation zero-shot

comme méthode d’évaluation possible pour les modèles de langage, une grande partie de la

communauté l’a adoptée comme moyen de continuer à progresser. Les modèles qui peuvent

suivre des instructions sont maintenant évalués sur des des tâches comme MT-Bench et

AlpacaEval, qui ont permis de contourner la difficulté d’obtenir des notes humaines pour

les générations ouvertes en utilisant les modèles de pointe eux-mêmes. Finalement, nous

concluons ce chapitre de présentation en examinant les attentes actuelles des LLMs. D’abord,
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l’utilisation de différentes modalités autres que le texte naturel. Un riche corpus de travaux

dote les LMs de capacités dans d’autres modalités en les associant à des capteurs ou des

actionneurs distincts dans de nouveaux domaines, tels que la vision, l’audio, ou les jeux. Mais

surtout, la généralisation sur un corpus de données grand et varié qui comprend tous les

problèmes que l’on voudrait leur poser. Cette section se termine sur la constatation que ces

besoins sont principalement satisfaits en anglais, et définit l’objectif de cette thèse: faire des

progrès dans les langues disposant de moins de ressources.

À mesure que les modèles de langage deviennent de plus en plus grands, la nécessité de

disposer de vastes ensembles de données textuelles de haute qualité augmente, en particulier

dans des contextes multilingues. Pour former des modèles de langage, il est nécessaire de

disposer au préalable de données linguistiques pour les alimenter. Un deuxième chapitre

documente donc les efforts de création et de curation de données entrepris au sein de Big-

science, une collaboration internationale de recherche, pour assembler le corpus ROOTS, un

ensemble de données multilingue de 1,6 téraoctets qui a été utilisé pour former la famille de

modèles BLOOM, l’objet du chapitre d’après. Le corpus, ainsi que les outils utilisés pour le

créer, ont tous été rendus disponibles au public.

Nous décrivons notre approche pour la compilation d’un jeu de données à l’échelle du

web couvrant 59 langues, dont 46 langues naturelles et 13 langages de programmation. Étant

donné l’importance que nous accordons à l’expertise des locuteurs natifs, le choix des langues

a été principalement influencé par les communautés qui ont participé à l’effort. Notre corpus

final se compose de deux composantes principales : 62% du texte provient d’une liste de

sources de données linguistiques sélectionnées par la communauté et documentées, et 38%

sont extraits d’un crawl web prétraité, OSCAR, filtré avec l’aide de locuteurs natifs. Notre

objectif en construisant ROOTS était de soutenir les projets de modélisation monolingue et

multilingue à grande échelle. Nous décrivons donc le processus de création et la composition

finale de ROOTS, et les nombreux outils de données qui ont été développés tout au long du

processus et qui nous ont permis de créer, d’obtenir, de nettoyer et d’inspecter l’ensemble

des 498 jeux de données qui constituent ROOTS.

Nous avons présenté dans le premier chapitre un état du domaine excitant mais avec ses

problèmes : les coûts de formation des grands modèles de langage ne sont possibles que

pour les organisations bien dotées en ressources, et la plupart d’entre eux ne sont pas rendus

publics. En conséquence, la majorité de la communauté de recherche n’est pas impliquée

dans le développement et l’investigation des LLMs, et les grands modèles de langage sont

presque toujours entraînés sur des textes en langue anglaise. Un troisième chapitre est

consacré à un modèle de langage multilingue que nous appelons BLOOM (le BigScience Large

Open-science Open-access Multilingual Language Model) qui a été développé et publié dans

le cadre de BigScience, une collaboration de centaines de chercheurs, dans le but de résoudre

ces problèmes.
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À partir du jeu de données que nous avons construit dans le deuxième chapitre, nous

avons pu entraîner un modèle de 176 milliards de paramètres sur 46 langues naturelles et 13

langages de programmation. Au moment de la rédaction, BLOOM était encore le plus grand

modèle open-source jamais publié, le seul grand modèle de langage multilingue à grande

échelle et le seul modèle de langage disponible au public de plus de 20 milliards de paramètres

entraîné sur des données publiques. Tout d’abord, nous documentons l’intégralité de la

conception de BLOOM, y compris les choix d’architecture et de modélisation, les décisions

d’ingénierie et certaines variantes peaufinées, dans le but de démocratiser le savoir-faire

autour de la formation de grands modèles de langage. Ensuite, nous rapportons les résultats

de notre suite d’évaluation extensive, notamment la performance sur plusieurs tâches dans

des contextes monolingues et multilingues, les effets du peaufinage, et une estimation du

biais présenté par le modèle.

Le consensus sur les lois de dimensionnement des modèles de langage a évolué rapide-

ment depuis les premières études à grande échelle. Avec une puissance de calcul fixe, nous

savons maintenant que l’entraînement d’un modèle BLOOM de 57 milliards de paramètres

sur 1,13 billion de tokens aurait donné de meilleures performances que celui que nous avons

entraîné au chapitre précédent. Pour la plupart des langues, les données disponibles sont

infiniment plus petites, ce qui signifie que les modèles de langage à grande échelle dans ces

langues sont déjà limités par les données. Cela soulève la question du quatrième chapitre :

que devrions-nous faire lorsque nous manquons de données ? Pour y répondre et aider les

praticiens à décider comment allouer des ressources de calcul, nous examinons la dimen-

sionnement des grands modèles de langage dans un régime contraint par les données. Afin

de quantifier l’impact de la répétition des données, nous menons une série de plus de 400

expériences d’entraînement avec des contraintes variables en matière de données et de calcul,

et enregistrons la perte de test finale. Nous utilisons ces résultats pour dériver une nouvelle

loi de dimensionnement en données limitées qui généralise les travaux précédents.

Nous constatons que, bien que l’entraînement sans répétition donne systématiquement

la meilleure perte de validation par puissance de calcul, ces différences sont insignifiantes

parmi les modèles entraînés jusqu’à 4 époques et n’entraînent pas de différences dans les

performances des tâches ultérieures. Des époques supplémentaires continuent d’être béné-

fiques, mais les gains diminuent finalement jusqu’à zéro. Nous constatons également que,

dans le régime contraint par les données, l’allocation optimale évolue légèrement en faveur

de l’entraînement sur plus de données que ne le prévoient les lois existantes. Ces résultats

suggèrent que nous pouvons continuer à augmenter les budgets de calcul d’entraînement

plus loin dans l’avenir que prévu précédemment. Enfin, compte tenu des défis posés par les

contraintes de données, nous envisageons des méthodes complémentaires à la répétition

pour améliorer la précision des tâches ultérieures sans ajouter de nouvelles données en

langue naturelle.

Après avoir consacré quelques chapitres à la création de modèles pré-entraînés, il est
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temps de les utiliser pour résoudre effectivement des tâches de traitement automatique du

langage naturel. Dans le cinquième chapitre, nous comparons et unifions l’ancien paradigme,

qui consistait à remplacer la tête de classification de tokens du modèle de base par une tête

de classification explicite, puis à peaufiner le modèle, avec le nouveau paradigme, qui les

utilise directement en tant que prédicteurs sans données à travers la génération de texte

autorégressive, en décrivant la tâche avec une instruction. Les instructions peuvent aussi

être utilisées dans la première méthode pour fournir des informations supplémentaires à la

tâche du classificateur, en particulier dans le cas de faibles données. Il est donc naturel de se

demander comment cela impacte l’efficacité en données du modèle, ou plus directement,

combien de points de données vaut une instruction ?

Nous introduisons une métrique, l’avantage moyen des données, pour quantifier l’impact

d’une instruction en pratique. Nous utilisons cette méthode pour unifier les deux paradigmes,

en considérant la classification sans données comme un cas extrême du peaufinage qui utilise

les instructions. Nous constatons que l’impact et la qualité des différentes instructions peut

être quantifié en termes de données d’entraînement directes et qu’il varie en fonction de la

nature des différentes tâches. Sur les tâches étudiées dans nos expériences, cet avantage est

équivalent à 200 à 3500 points de données supplémentaires. Dans des les environnements de

faibles à moyennes données, tels que les tâches rares ou les langues à ressources limitées, cet

avantage peut constituer une véritable contribution à l’entraînement d’un modèle spécialisé.

Keywords Transformers
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Chapter 1

Introduction

In the span of only a few years, language modeling, the problem of estimating the probability of text,

has grown from a mostly academic exercise — make the first-year students re-implement Kneser-

Ney smoothing, then move on to the interesting problems — to a full-fledged industry. During that

time, language models have proved themselves to be a dependable workhorse across a wide range of

problems in natural language processing (NLP), first claiming the top spot on research benchmarks,

then moving beyond them entirely, all thanks to fortunate scaling properties, and to ever-growing

amounts of data and computation to feed scaling. A maximalist thesis could go, all problems can be

expressed in text, and large language models (LLMs) are currently solving text; soon they will even break

out into other modalities, joined with image and audio encoders and integrated into reinforcement

learning policies.

For all the excitement that they generate, however, LLMs still have a long way ahead of them. A

fierce debate is still ongoing about the extent of their capabilities, and especially about their ability

to generalize. The increasing lack of transparency in the field does not help: with only a few details

about the strongest models, and no way to query them except through black-box APIs, it is difficult

to investigate their abilities. There is a setting, however, in which we know they are still decidedly

imperfect: in non-English and generally in multilingual settings, the best language models do not live

up to the promise of the maximalist thesis, hampered mainly by a dearth of training data.

Our long-term goal is to make this technology broadly available in every language. Concretely, at

the moment, this means making it possible to train language models in low-resource languages, which

is here a broad umbrella - the datasets of trillions of words that were used to train the latest generation

of LLMs are available to only very few linguistic communities. This thesis has three contributions

towards that goal - as part of a large international research collaboration, we compile, process, and

document a large massively multilingual dataset built for language modeling, as well as the tools we

used to create it; we then use this dataset train the first massively multilingual large language model in

the open, with the goal of spreading all the necessary know-how for projects of this scale; and finally,

in follow-up work, we derive empirically a set of actionable recommendations for practitioners in

data-constrained environments.
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Chapter 1. Introduction

1.1 Thesis outline

Chapter 2 serves as an introduction to large language models. In it, we will introduce a bit of terminol-

ogy, and then discuss the (recent) historical background that led to their development, and their rise to

the dominant paradigm in NLP. We will finish with an overview of the capabilities expected from them

and the ways researchers measure progress, with an eye toward current and future developments.

Chapters 3 and 4 together describe work performed as the training lead of BigScience, a 1-year

international and multidisciplinary initiative formed with the goal of researching and training large

language models in the open with the collaboration and scrutiny of as many members of the research

community as possible. The main deliverables of BigScience, in addition to all of the research around

large language models, were two artifacts. First, we released a massively multilingual corpus of text

for language modeling, which we dubbed ROOTS, described in chapter 3, with a focus on proper

documentation of the contained data and the rules and tools we used, so that future projects may learn

from it. Second, a large language model trained on that corpus, which we dubbed BLOOM, described

in chapter 4, with a thorough account of the training process and an extensive evaluation suite, again

with the goal of democratizing language model training know-how.

Chapters 5 and 6 describe empirical work, inspired by the experience of creating the artifacts

of the previous chapters, aimed at helping language modeling practitioners in data-constrained

environments. In chapter 5, we investigate the scaling of large language models when compute is

plentiful and training data is scarce, as is already the case for most languages and will be universal soon

if computation trends hold. In it, we derive a generalization of scaling laws for the return on additional

training on multiple epochs and the optimal allocation of resources in this case and investigate a few

other ways of dealing with limited data. Finally, in chapter 6, we concern ourselves with adapting

language models to downstream tasks. We bring together the two existing finetuning paradigms

to measure the additional information contained within human prompts in terms of task-specific

data points and show that prompt-based finetuning gets the best of both worlds. This technique is

especially adapted to the many languages where strong pretrained models but not large amounts of

task-specific data are available.

1.2 Publications

Parts of this thesis have appeared elsewhere in the following publications:

• T. Le Scao, T. Wang, D. Hesslow, L. Saulnier, S. Bekman, M. Saiful Bari, S. Biderman, H. Elsahar,

J. Phang, O. Press, et al. What language model to train if you have one million GPU hours?

In Findings of the Association for Computational Linguistics: EMNLP 2022, 2022b. URL https:
//aclanthology.org/2022.findings-emnlp.54/

• H. Laurençon, L. Saulnier, T. Wang, C. Akiki, A. Villanova del Moral, T. Le Scao, L. Von Werra,

C. Mou, E. González Ponferrada, H. Nguyen, et al. The BigScience ROOTS corpus: A 1.6TB

composite multilingual dataset. In Thirty-fifth Conference on Neural Information Processing

Systems Datasets and Benchmarks Track, 2022. URL https://papers.nips.cc/paper_files/paper/202
2/hash/ce9e92e3de2372a4b93353eb7f3dc0bd-Abstract-Datasets_and_Benchmarks.html
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1.2. Publications

• T. Le Scao, A. Fan, C. Akiki, E. Pavlick, S. Ilić, D. Hesslow, R. Castagné, A. S. Luccioni, F. Yvon,

M. Gallé, et al. Bloom: A 176b-parameter open-access multilingual language model. arXiv

preprint arXiv:2211.05100, 2022a. URL https://arxiv.org/abs/2211.05100

• N. Muennighoff, A. M. Rush, B. Barak, T. Le Scao, A. Piktus, N. Tazi, S. Pyysalo, T. Wolf, and

C. Raffel. Scaling data-constrained language models. In the coming Thirty-sixth Conference on

Neural Information Processing Systems, 2023. URL https://openreview.net/forum?id=j5BuTrEj35

• T. Le Scao and A. Rush. How many data points is a prompt worth? In Proceedings of the 2021

Conference of the North American Chapter of the Association for Computational Linguistics:

Human Language Technologies, 2021. URL https://aclanthology.org/2021.naacl-main.208
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Chapter 2

A primer on large language models

2.1 Some terminology

First, a bit of terminology is in order. For now, we have mostly been concerned with language models:

as we briefly mentioned in the introduction, a language model is simply a probability distribution, a

likelihood function, over the space of all possible text sequences. Language models come in several

varieties depending on a number of features:

Model. Language models are trained estimators, who reproduce the statistical regularities of a

training corpus. For this, several types of models have been used. The very first experiments, conducted

by Shannon [Shannon, 1948], compared character n-gram models and human estimation. N-gram

models stayed one of the main engines of speech decoding, the standard application of language

modeling [Bahl et al., 1983]. One important distinction was between models that explicitly modeled

syntax [Moore et al., 1996] to more purely statistical models [Brown et al., 1992] that operated solely

on word counts and eventually prevailed. At the time, language models were still useful mostly as a

component of speech transcription or machine translation, where they informed the probability of the

output sequence. Neural methods eventually took over, with multi-layer perceptrons (MLP) [Bengio

et al., 2000], then recurrent neural networks (RNNs) [Mikolov et al., 2010] first attaining state-of-the-art

results. RNNs were then improved with the attention mechanism [Bahdanau et al., 2016], until an

architecture based solely on attention, transformers [Vaswani et al., 2017], took over. Virtually all

modern language models, and all those presented in this thesis, are transformers.

Objective. Several language modeling objectives coexist. To make estimation tractable, likelihood is

always decomposed word-by-word as the likelihood of each element given a certain context.

• Causal language models, also called autoregressive, estimate the likelihood of each word in a

sentence one by one in order. The likelihood of the total sequence then has a simple form as the

product of the likelihoods of individual words given only previous context. This is particularly

suited to text generation: one can decode from a model by estimating the most likely next word,

or group of words, step by step until the sequence ends.

• Masked language models start from a full sequence from which a word, or group of words, has

been removed. The objective is to estimate the likelihood of the possible words that could fill
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Chapter 2. A primer on large language models

the void. Because they allow for information to be shared in both directions (later words can

influence the choice of earlier ones), they are not practical for generation but are typically used

for representation: embedding a text sequence into vector space.

• Although those two are the most useful, many others have been tried, often to join the strengths

of both. The most important are sequence-to-sequence objectives, where text is explicitly sepa-

rated into an input, which is read, and an output that is usually a response to it rather than a

continuation. In contrast, for pure autoregressive models, output continuously becomes input,

and the two are not distinguished. This also allows the input to be read in both directions if

desired, and then for the output to be generated autoregressively.

Size and compute We have mentioned large language models (LLMs) a few times already: models

that exceed a certain number of parameters. However, this limit number is a moving target that

increases with time: calling a model large mostly means "hard to reproduce for most institutions".

As the amount and availability of computing power inexorably increases with time, models fall out

of this window. At the time of writing, most practitioners estimate that large language models start

between one billion and 10 billion parameters [Neubig, 2023]. A last term we would like to introduce is

compute1, the abstract measure of an amount of computation, often instantiated as a simple count of

the floating-point operations that went into training a model. As LLMs scale with compute and not

strictly with parameter size, this focus on size can be misleading - a 10 billion parameter model trained

for 1023 operations will outdo a 100 billion parameter model trained on 1022. We will often refer to

the compute budget, that is, the amount of compute earmarked for training, within the constraints of

which practitioners work to train the best final model.

2.2 How did we get there?

2.2.1 Pretrained models

From their origin as a part of speech recognizer and machine translation systems, language models

have historically been components for other tasks. In some sense, this is because the core task

of estimating probability distributions over a sequence of text, even if it is the most fundamental

statistical inference over language, is not that interesting by itself. Even though it is the core part of

text generation, text generation by itself would only be a reflection of the contents of the training data;

generation is almost always conditioned. This can be understood in the probabilistic sense, that is,

the output sequence has to be the most likely sequence from the modeled distribution conditioned

on some input. In this sense, pretrained models, that is statistical models trained as pure language

models and then used for some other purpose, have always been around.

They were at the time, however, confined to generative NLP tasks such as summarization or the

aforementioned speech transcription and machine translation. The use of pretrained models for

every NLP task, including non-generative tasks such as classification or retrieval, starts with [Mikolov

et al., 2013], an unsupervised algorithm to learn context-independent vector features for each word

in a corpus. Word2vec was the first pretraining paper in the sense that the training task, a form

1Used here as a noun, in a return to the medieval English use, rather than a verb as usually.

6

https://www.oed.com/search/dictionary/?scope=Entries&q=compute


2.2. How did we get there?

of masked language modeling, was just a means to an end; instead, the goal was to learn vector

representations for text in the process of optimizing that objective. Those representations, called word

vectors, were then usable by other practitioners as input for their tasks of interest, thus decoupling

learning representations for language — for which immense corpora of unstructured text are available

— from learning a task — for which structured data, rarer, is needed.

At the same time, independently, pretraining was causing a paradigm shift in computer vision, with

convolutional neural networks trained on ImageNet, a classification benchmark [Russakovsky et al.,

2014], then adapted to other uses [Girshick et al., 2013, Donahue et al., 2013], yielding large advances.

Explicitly inspired by the Imagenet moment in computer vision, ULMFiT [Howard and Ruder, 2018], a

pretrained causal RNN, then GPT and BERT, causal and masked transformers respectively [Radford,

2018, Devlin et al., 2018], were the first models to bring modern pretraining to NLP. In this method, as

opposed to word2vec and its context-dependent successors [Dai and Le, 2015], the same model is used

at all stages of the adaptation, rather than just as a feature extraction layer that fed into a task-specific

architecture. After pretraining, the model can be adapted to an arbitrary downstream task by replacing

the final word prediction layer with a linear classifier, and then finetuning on task-specific data.

If word2vec was akin to learning the meaning of every word before learning to solve language tasks,

those models first learned to speak English, then could be adapted to any downstream task - much

easier than learning to summarize and learning to speak English at the same time. This technique

became quickly available in other languages, first with a wave of BERT-for-X models [Le et al., 2020,

Chan et al., 2020, Cañete et al., 2020], then with the apparition of the first massively multilingual models,

trained on large amounts of data from a wide variety of different languages [Lample and Conneau,

2019, Conneau et al., 2020], which will be one of the main subjects of this thesis. The objective of

multilingual language models was two-fold: yielding cross-lingual representations, which could carry

over from language to language, and improving performance on the lowest-resource languages, with

the quality of the high-resource representations carrying over thanks to transfer between languages.

Powered also by infrastructure that allowed practitioners to share and re-use base models and their

finetuned versions, most notably the transformers library from Hugging Face, the "Github of AI",

pretraining-then-finetuning quickly became the default solution for most of NLP. In 2021, 46.7% of the

ACL papers cited BERT, and 20% cited Hugging Face. [Gururaja et al., 2023]

2.2.2 Zero-shot

A general principle of AI research, customarily called the Bitter Lesson2 [Sutton, 2019] is that as compute

becomes exponentially more available with time, general-purpose methods that leverage computation

efficiently are eventually favored over methods that take in human input and priors, in the same way

that purely statistical n-gram language models eventually prevailed against syntactically-inspired

competitors at the very start of this chapter.

Thanks to recent innovations such as subword tokens [Schuster and Nakajima, 2012] — where the

units of text passed to the model are drawn from a much smaller vocabulary of subwords, rather than

the entire vocabulary of words — and the computing efficiency of transformers, those models were

even smaller than word vector dictionaries (1.2GB for BERT-large, 2GB for word2vec) and not much

2Also sometimes called Jelinek’s principle, after Frederick Jelinek’s famous quip: "Any time a linguist leaves

the group the recognition rate goes up."
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harder to train. Transformer language models were uniquely suited to large-scale parallel computation

over clusters of specific hardware, with their large matrix multiplications without recurrence and

their simple, fundamental learning objective. Pretrained models yielded predictable increases in

performance with additional compute, with BERT-large outdoing BERT-base, ROBERTA, trained for

longer, outdoing BERT [Liu et al., 2019]...

In parallel, a nascent field of research was concerned with getting multi-task capabilities out of

a single model, in the hope that more general single models would be able to solve a wide gamut

of NLP tasks. In particular, a technique used to adapt models to a diverse set of tasks was giving

them instructions in natural language to explain each of them [Trinh and Le, 2018, McCann et al.,

2018], in the hope that they would pick up on the similarity with similar examples in the training

data. McCann et al. [2018] finetuned on a few prompted examples to warm-start the process. Trinh

and Le [2018] limited itself to a single task, the Winograd schema challenge, a hard commonsense

reasoning problem [Levesque et al., 2012]. However, by training for the first time on a very large, diverse

corpus with content pulled from the wider web, they ensured that the necessary information would

already be in the model without finetuning. Making use of unprecedented amounts of compute and

diverse web data, GPT-2 [Radford et al., 2019] was the first language model to be called large, and the

first to demonstrate adaptation to multiple new tasks in this manner without any finetuning.

This absence of need for task-specific data, dubbed zero-shot classification after a similar concept

in computer vision, was a strong demonstration of the power of generalization of language models.

After all, the ability of humans to perform a novel task only from instructions, without examples, still

set them apart from automated systems. The field of scaling laws emerged to predict final performance

as a function of high-level inputs such as total number of training operations, size of the model, and

amount of training data [Kaplan et al., 2020, Henighan et al., 2020, Aghajanyan et al., 2023]. Its results,

predicting that performance would keep growing smoothly as a power law of the invested compute,

set the stage for a large bet on this potential. The result was GPT-3 [Brown et al., 2020], the first

language model of industrial scale and industrial interest. For the first time, on many tasks, zero-shot

performance was within reach of the finetuned state-of-the-art. GPT-3 also showed completely novel

generalization abilities, notably in-context learning: it could use labeled demonstrations to help it

perform a task simply by feeding them in the context before the input, without the need to modify

weights through finetuning. After this point, zero-shot, and in-context-learning-powered few-shot, as

opposed to finetuning, became the main metric to evaluate state-of-the-art language models.

2.2.3 Instruction following

The zero-shot prompts the community had been using at the time had been tailored for the causal

language modeling objective. The classification power of prompts was understood to be a natural

extension of the language modeling objective, and their goal was thus to nudge the model toward

the state, the mode in the distribution of training data, that had seen this before and would give the

correct answer with the most probability at the end of the sentence. This had the effect of separating

prompting from its earlier acception as a human-comprehensible technique. This distinction can be

illustrated by a prompting spectrum of datasets and techniques:

• At one extreme, P3 [Sanh et al., 2022] (extended in xP3 [Muennighoff et al., 2022b]) was a set of

prompts for a large variety of tasks crowdsourced from participants in the BigScience workshop,

8



2.2. How did we get there?

domain experts in their respective tasks and languages, but not prompting experts. The result

was a set of instructions close to those you would use to explain the task to a human.

• The GPT-3 paper [Brown et al., 2020] published the list of prompts that had been used to show-

case the zero-shot capabilities of the model. Although still human-readable, of course, those

had been chosen to optimize zero-shot performance in an autoregressive language model. En-

shrined in various LLM evaluation frameworks, most notably the Eleuther AI LLM Harness [Gao

et al., 2021], they were the first benchmark to evaluate zero-shot performance.

• In order to optimize further for performance, the field of prompt tuning developed beyond

the need for human readability: systems such as Autoprompt [Shin et al., 2020] used gradient

descent to find prompts that would optimize performance on certain tasks and benchmarks,

and found that nonsensical instructions3 usually lay at the bottom of the search landscape.

• Finally, at the other extreme, prefix tuning [Li and Liang, 2021, Lester et al., 2021] was a technique

to find "soft prompts", task-specific vectors in embedding space. The model would then read

the sequence prepended with the soft prompt and output the answer to the task.

However, widespread adoption of language models could not come without the human-comprehensible

aspect of instructions, and adaptability to novel, fuzzily-defined tasks. If the goal is to have a layman

use a model to accomplish a new task, it is conceivable to have them spend a bit of time to find the right

prompt, but not to apply gradient descent. To solve this issue, a first solution was multi-task finetuning.

Introduced in T0 [Sanh et al., 2022] and FLAN [Wei et al., 2021a], this technique involved an extra

round of finetuning on a set of human-written prompted tasks such as P3: if causal language models

imitate their training data, we can make a model more functional by shifting its training distribution

closer to its final use. This allowed T0 models to top the existing benchmarks, and proved that language

models could generalize, as multi-task finetuned models yielded better performance on tasks not seen

at finetuning, and even languages seen at pretraining and not at finetuning [Muennighoff et al., 2022b],

a big draw of multilingual LMs.

Those prompting choices were all driven by the choice of the causal language modeling objective.

For example, Wang et al. [2022a] found that although starting from an encoder-decoder model trained

with a sequence-to-sequence prevailed over decoder-only causal language models, the difference was

much larger on P3 than on the GPT-3 prompts. In order to allow for complete human-controllability of

language models, then, a solution was to change the training objective. InstructGPT [Ouyang et al.,

2022] used PPO [Schulman et al., 2017], a reinforcement learning objective, to get models to follow

instructions, the success of which would eventually to the release of ChatGPT and the development of a

broader field of reinforcement learning from human feedback. Since then, a whole industry dedicated

to creating and curating human feedback and annotations has appeared, and competing objectives,

such as DPO [Rafailov et al., 2023] are an active field of research, with variants of language modeling

still going strong thanks to their simplicity.

3"<input> atmosphere alot dialogue Clone totally <output>" was a top performer for sentiment analysis.
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2.3 What do we expect from them?

2.3.1 Evaluation benchmarks

The most direct way to track the expectations of the NLP and broader machine learning community

for language models is to look at the evolution of the different benchmarks that have been used to

measure progress. Benchmark creation is an underrated and resource-consuming endeavor, and

NLP benchmarks tend to be replaced slowly and to integrate mostly existing tasks or problems, often

repurposed for new testing frameworks.

During the pretrained era, the dominance of BERT, then the race between BERT and its later

siblings, was measured on pre-existing small multi-task benchmarks, usually of a small dozen or

ten academic NLP tasks with their assorted data, which was all the training data available for earlier

methods and served as finetuning data now. ULMFiT, BERT, and GPT had all only been evaluated on

a handful of tasks. When GLUE [Wang et al., 2018] came out, with its 11 well-known tasks, it quickly

became the benchmark of reference. After a year and a half, progress in the pretraining-then-finetuning

paradigm had made progress difficult to evaluate on GLUE, with leader Yang et al. [2019] nearly on par

with human performance, and surpassing it even on one of the tasks. SuperGLUE [Wang et al., 2019b]

was released afterward, with novel tasks crowdsourced by the community in a contest, but lasted only

for a year, with DeBERTa [He et al., 2020] reaching human performance.

This meant that the rise of zero-shot prompting as a possible evaluation method for language

models was embraced by a large part of the community as a way to keep moving forward. Even

after GPT-3 was released, state-of-the-art models seemed to need lots of additional work to reach

superhuman performance in zero-shot. This style of evaluation, however, came with lots of noise:

models tended to get all the points or none per task, making for high variance, signal was low as

performance was still struggling, and evaluation was highly sensitive to the choice of prompt. [Jiang

et al., 2020]. This led to wide collaborative efforts to pool resources together and create benchmarks of

hundreds of tasks, with well-identified prompts [Srivastava et al., 2022, Liang et al., 2022a]. Since then,

language models have entered commercial, real-world use, where tasks are novel most of the time,

and fuzzily defined. The rise of multi-task finetuning has raised concerns that instruct-tuned models

were optimizing for a direction, mostly made of academic tasks, that was orthogonal to real-world

use. Indeed, with help from the latest multi-task datasets [Mukherjee et al., 2023], it is possible to

create models with arbitrarily high scores on the benchmarks, but that does not seem to translate into

increased real-world use. Zero-shot benchmarks are still the measure of reference for pure pretrained

models, especially hard, well-known tasks such as MMLU or ARC [Hendrycks et al., 2021, Clark et al.,

2018]. For finetuned instruct models, the goal is now controlled open-ended generation in answer to

fuzzy user queries. Although existing datasets are still rather small, tasks such as MT-Bench [Zheng

et al., 2023] and AlpacaEval [Li et al., 2023b] have allowed the community to test their models in

this setting, bypassing the difficulty of getting human ratings for open-ended answers by querying

state-of-the-art language models, which correlates well with human judgments.

2.3.2 A platform for all modalities

For now, we have only mentioned models trained on natural language. Although phenomena in many

other modalities can be described in text, LMs are not by themselves the right models to treat other
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types of data. For a variety of reasons, however - the high availability of language pretraining data;

simplicity of the autoregressive objective; established models, understanding, and infrastructure;

evidence that natural language pretraining transfers particularly well to other types of data, making it

a privileged modality of sorts for training transformers - work in several other modalities starts from

existing language models, or from the language modeling formula, to adapt LMs directly to a new

modality. Most notable are the finetuning of LLMs for code generation [Chen et al., 2021, Rozière

et al., 2023] or mathematics [Lewkowycz et al., 2022] and the emergence of massively multimodal

autoregressive models [Aghajanyan et al., 2022, Reed et al., 2022].

Expanding beyond the scope of pure autoregressive language models, however, a rich body of

work endows LLMs with capabilities in other modalities by joining them with distinct sensors or

actuators in new domains, such as vision input [Jia et al., 2021, Alayrac et al., 2022, Laurençon et al.,

2023] or output [Ramesh et al., 2021a, Yu et al., 2022], speech input [Gong et al., 2023, Fathullah et al.,

2023], game action inputs and outputs [MFAIRD, 2022], or even robot action outputs [Driess et al.,

2023]. In a sense, this goes back to earlier work such as image captioning [Young et al., 2014] or the

aforementioned use of language models for the output of speech recognizers. In this new framework,

however, LMs are not just output layers: they are the central system where most of the computation

happens, interpreting e.g. commands and vision input into robot policies in the case of Driess et al.

[2023].

2.3.3 So what do we want language models for?

The goal of any machine learning algorithm, regardless of the model getting optimized, is general-

ization. Once a model is trained to perform a task on a dataset, can it perform in other settings? In

classical machine learning, this was often expressed in terms of train and test sets and distribution

shifts: does performance decrease on hidden data points drawn from the same distribution? The

zero-shot capabilities of LLMs seem astonishing in this paradigm, most notably dealing with new

words or concepts without retraining if the context contains an explainer4, generalizing from the

language modeling objective to entirely new tasks. Of course, there is nothing magical about those

results: as was already the case in the first zero-shot papers [Trinh and Le, 2018, Radford et al., 2019],

one of the main ingredients of LLM training is compiling a dataset so large that anything that is asked

from the model is an interpolation of elements it has already seen.

This ability to deal with a whole range of first-time, fuzzily defined tasks, with a natural language

interface that does not require special technical training, is currently the main draw of LLMs, and the

source of the excitement around them in the world at large beyond the NLP community. We then need

abundant, diverse, high-quality data, and models powerful enough to be able to generalize from it.

Those needs, for now, are mostly met in English. The spirit of this dissertation will be to try to make

some progress in languages with less abundant resources.

4The success of the "Farduddle test" from GPT-3, where the model has to complete the sequence "To do a

’farduddle’ means to jump up and down really fast. An example of a sentence that uses the word farduddle is:"

was an eye-opener for the author.
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Chapter 3

Large-scale multilingual data collection

3.1 Introduction

As language models grow ever larger, so does the need for large-scale high-quality text datasets,

especially in multilingual settings. In order to train language models, however, one must first have the

language data to feed them. This chapter documents the data creation and curation efforts undertaken

within Bigscience, an internal research collaboration, to assemble the Responsible Open-science

Open-collaboration Text Sources (ROOTS) corpus, a 1.6TB multilingual dataset that was used to train

the family of BLOOM [BigScience Workshop, 2022] models, which will be presented next chapter. The

corpus, and the tools used to create it, were all made publicly available.

We describe our approach to curating a web-scale dataset covering 59 languages, 46 natural

languages and 13 programming languages — given the importance we placed on language expertise,

the language choice was chiefly driven by the communities who participated in the effort. Our final

corpus is made up of two main components: 62% of the text comes from a community-selected and

documented list of language data sources, and 38% consists of text extracted from a pre-processed

web crawl, OSCAR [Ortiz Suárez et al., 2020], filtered with the help of native speakers.

Our goal when building ROOTS was to empower large-scale monolingual and multilingual mod-

eling projects. This has two aspects here: describing the creation process and final composition of

ROOTS, and showcasing the numerous data tools1 that were developed along the way and enabled

us to curate, source, clean and inspect all 498 constituent datasets that come together to constitute

ROOTS. Our approach is meant to encourage practitioners to re-use our data corpus and provide them

with all of the necessary knowledge about its components, but also to make it easier for them to create

their own corpora, especially in under-served languages.

3.2 Related Work

Large Language Models and Large Text Corpora The current dominant paradigm in natural

language processing relies heavily on pre-trained models: large language models that can then be

fine-tuned on a downstream task [Howard and Ruder, 2018, Devlin et al., 2018] or even used as-is

without additional data [Radford et al., 2019, Brown et al., 2020]. In this paradigm, performance

1https://github.com/bigscience-workshop/data-preparation
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FIGURE 3.1: Overview of ROOTS. Left: A treemap of natural language representation in number of bytes by
language family. The bulk of the graph is overwhelmed by the 1321.89 GB allotted to Eurasia. The orange
rectangle corresponds to the 18GB of Indonesian, the sole representative of the Papunesia macroarea, and
the green rectangle to the 0.4GB of the Africa linguistic macroarea. Right: A waffle plot of the distribution of
programming languages by number of files. One square corresponds approximately to 30,000 files.

is directly correlated on both the model size and the dataset size and quality [Kaplan et al., 2020],

with recent models trained on up to 1.4 trillion tokens [Hoffmann et al., 2022a] and dataset creation

pipelines representing a significant part of large language model projects. Most such datasets, however,

are not released, hindering further research. Exceptions include the Pile [Gao et al., 2020a], a curated

corpus of datasets for language modeling that has become widely used for training state-of-the-art

English-language models [Lieber et al., 2021, Smith et al., 2022, Black et al., 2022, Zhang et al., 2022],

and C4 and mC4 [Raffel et al., 2020, Xue et al., 2020a], which have powered the T5 family of models;

CC100 [Conneau et al., 2020] which has seen heavy use for multilingual modeling; and OSCAR [Ortiz

Suárez et al., 2019], which has enabled monolingual non-English models.

Tooling, Visualization, and Replication Upstream from the finalized training datasets is the

issue of processing methods and pipelines: both the operations that the datasets go through and the

engineering effort required to apply them at terabyte scales. Existing work tends to fall on a spectrum

from no details at all [Brown et al., 2020] to detailed filtering instructions, with [Raffel et al., 2020] or

without the dataset release [Rae et al., 2021b] to detailed filtering instructions with the accompanying

code [Gao et al., 2020a, Conneau et al., 2020, Ortiz Suárez et al., 2019]. Even when the code is released, it

tends to be built and tailored for the project’s purpose. Consequently, large projects that do not re-use

an existing dataset outright usually build their own pipeline rather than re-use an existing one on new

data. However, data tools that were built and packaged in order to be used for other projects exist,

such as OSCAR’s Ungoliant and Goclassy [Abadji et al., 2021, Ortiz Suárez et al., 2019], which provides a

distributed Common Crawl processing pipeline; CCNet [Wenzek et al., 2020], built for quality filtering

of multilingual Common Crawl dumps; and OpenWebText [Gokaslan and Cohen, 2019], enabling

Reddit dump processing.
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Documenting Textual Corpora in NLP An inspiration for our work is a recent emphasis on a

more in-depth documentation of what is included and what is not in the corpora used for training NLP

models. The most notable example of this is the Pile, for which the authors themselves analyze and

document a variety of syntactic and semantic properties of the dataset including structural statistics

(n-gram counts, language, document sizes), topical distributions across its components, social bias

and sentiment co-occurrence, pejorative content, and information about licensing and authorial

consent, in addition to releasing a datasheet [Biderman et al., 2022]. Other LM pre-training datasets

that have been documented and analyzed include C4 [Dodge et al., 2021, Luccioni and Viviano, 2021,

Kreutzer et al., 2022], OSCAR [Kreutzer et al., 2022] and BookCorpus [Bandy and Vincent, 2021]. While

this kind of documentation is far from standard practice, it is becoming increasingly common given

recent calls for better documentation [Rogers, 2021, Bender et al., 2021] as well as empirical studies on

data memorization in language models [Carlini et al., 2019, 2022].

3.3 (Crowd) Sourcing a Language Resource Catalogue

The first part of our corpus, accounting for 62% of the final dataset size (in bytes), was made up of a

collection of monolingual and multilingual language resources that were selected and documented

collaboratively through various efforts of the BigScience Data Sourcing working group. The first such

effort consisted in creating a tool to support metadata collection through open submissions, called

the BigScience Catalogue and running a series of hackathons in collaboration with locally-focused

ML and NLP communities such as Masakhane, Machine Learning Tokyo and LatinX in AI where

participants could add and document entries for their languages to the catalogue [McMillan-Major

et al., 2022]. This yielded a set of 252 sources, including at least 21 per considered language category.

We focused on metadata collection as a way to support selection of the sources for the final dataset and

documentation of the final dataset. In parallel, working group participants gathered additional Arabic

language resources in the Masader repository [Alyafeai et al., 2021], and proposed a list of websites

of interest to increase the geographical diversity of our English, Spanish, and Chinese language data.

Finally, in order to explicitly test large language models’ ability to handle computer code along with

natural language, we selected code data available on GitHub and StackExchange.

3.3.1 Obtaining Data from the Identified Resources

Gathering Identified Datasets and Collections. First, we leveraged the BigScience Catalogue

and the Masader repository to start obtaining text from identified sources, which included both

existing NLP datasets and collections of documents of various compositions. Given the diversity of

sources, hosting methods, data custodians, and formats, collecting this text required a collaborative

effort. To that end, we established a 2-phase approach: first, collect as many data sources as possible in

an easily accessible location; second, map all of them to a common format to ease further processing.

In the first phase, we organized an open hackathon to start gathering identified sources on the

Hugging Face Datasets hub [Lhoest et al., 2021], in a dedicated organization2 (in order to manage

access controls). In the second phase, the collected datasets were furthered processed via (1) Language

segmentation, whereby data sources were split using metadata for each covered language in order to

2https://hf.co/bigscience-catalogue-data
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obtain monolingual datasets, and the use of (2) Uniform interface whereby a document consisted of

two fields: "text" for the actual text content, and "meta" with a JSON representation of metadata for a

given document, containing sufficient information to trace documents back to their original sources.

Table 3.3.1 presents all of the resulting data sources.

Dataset Language Source

AraBench ar Sajjad et al. [2020]

1.5 billion words Arabic Corpus ar El-Khair [2016]

BanglaLM bn Kowsher et al. [2021]

bangla sentiment classification datasets bn Rahman et al. [2018]

Question answering in Bengali bn Mayeesha et al. [2020]

Binhvq News Corpus vi Bình [2021]

Books by Book Dash en, fr, xh, zu https://bookdash.org/books/

Bloom Library ak, bm, fon, ki, lg, ln, nso, rw, st, sw, tn, ts, xh, zu bloomlibrary.org

BRAD 2.0 ar Elnagar et al. [2018]

brWaC Corpus pt

EusCrawl eu Artetxe et al. [2022]

Catalan General Crawling ca Armengol-Estapé et al. [2021]

Catalan Government Crawling ca Armengol-Estapé et al. [2021]

Catalan Textual Corpus ca Armengol-Estapé et al. [2021]

Data on COVID-19 News Coverage in Vietnam vi Vuong et al. [2021]

DuReader zhs He et al. [2018]

Enriched CONLLU Ancora for ML training ca Rodriguez-Penagos and Armentano-Oller [2021a]

ESTER fr Galliano et al. [2006]

Github code Github on BigQuery

Habibi ar El-Haj [2020]

HAL fr hal.archives-ouvertes.fr/

IIT Bombay English-Hindi Parallel Corpus hi Kunchukuttan et al. [2018]

IndicNLP Corpus bn, gu, hi, kn, ml, mr, or, pa, ta, te Kunchukuttan et al. [2020]

Indo4B BPPT id Budiono et al. [2009]

Indo4B OPUS JW300 id Agić and Vulić [2019]

Indo4B Kompas id Sakti et al. [2008]

Indo4B Parallel Corpus id Pisceldo et al. [2009]

Indo4B TALPCo id Nomoto et al. [2018]

Indo4B Tempo id Sakti et al. [2008]

Indonesian Frog Storytelling corpus id Moeljadi [2012]

Indonesian News Articles Published at 2017 id Ashari [2018]

Indonesian News Corpus id Rahutomo and Miqdad Muadz Muzad [2018]

IndoNLI id Mahendra et al. [2021]

Indosum id Kurniawan and Louvan [2018]

KALIMAT ar El-Haj and Koulali [2013]

KSUCCA ar Alrabiah et al. [2013]

LABR ar Aly and Atiya [2013]

Language modeling data for Swahili sw Shikali and Refuoe [2019]

Leipzig Corpora Collection ur Goldhahn et al. [2012]

Mann Ki Baat bn, gu, hi, ml, mr, or, ta, te, ur Siripragada et al. [2020]

Masakhaner ig, lg, rw, sw, wo, yo Adelani et al. [2021]

MultiUN v2 en, ar, es, fr, zhs Chen and Eisele [2012]

Opensubtitles2016 ca, en, ar, es, eu, fr, id, bn, hi, ml, ta, te, ur, pt, vi, zhs Lison and Tiedemann [2016]

OpenITI proc ar Belinkov et al. [2019]

OPUS-100 ca, ar, eu, id, as, bn, gu, hi, ig, kn, ml, mr, or, pa, rw, ta,

te, ur, pt, vi, xh, yo, zu

Zhang et al. [2020a]

ParlamentParla ca Külebi [2021]

PIB bn, gu, hi, ml, mr, or, pa, ta, te, ur Siripragada et al. [2020]

Project Gutenberg en, es, fr, pt, zhs gutenberg.org

QED (formely AMARA Corpus) ar, en, es, fr, hi, pt, zhs, zht Abdelali et al. [2014]

Recibrew id Wibowo [2020]

The Royal Society Corpus en Kermes et al. [2016]

S2ORC en Lo et al. [2020]

Samanantar as, bn, gu, hi, kn, ml, mr, or, pa, ta, te Ramesh et al. [2021b]

SANAD ar Einea et al. [2019]

16

https://bookdash.org/books/
https://bloomlibrary.org/
https://cloud.google.com/blog/topics/public-datasets/github-on-bigquery-analyze-all-the-open-source-code
https://hal.archives-ouvertes.fr/
https://www.gutenberg.org/


3.3. (Crowd) Sourcing a Language Resource Catalogue

Dataset Language Source

SciELO en, es, pt scielo.org

Stack Exchange code Gao et al. [2020a]

Swahili News Classification Dataset sw David [2020]

Tashkeela ar Zerrouki and Balla [2017]

TeCLa ca Carrino et al. [2021]

WIT3 ca, ar, en, es, eu, fr, id, as, bn, gu, hi, kn, ml, mr, pa, sw,

ta, te, ur, pt, vi, zhs

Cettolo et al. [2012]

The Pile: EuroParl en, es, fr, pt Gao et al. [2020a]

The Pile: USPTO en Gao et al. [2020a]

UIT-VSMEC vi Ho et al. [2020]

United Nations Parallel Corpus ar, en, es, fr, zhs Ziemski et al. [2016]

Unsupervised Cross-lingual Representation Learning

at Scale Common Crawl Corpus

ne Conneau et al. [2020]

Urdu Monolingual Corpus ur Jawaid et al. [2014]

VietAI SAT vi Ngo and Trinh [2021]

Vietnamese Poetry Corpus vi Nguyen et al. [2021]

UIT-VSFC vi Nguyen et al. [2018]

VilaQuAD ca Rodriguez-Penagos and Armentano-Oller [2021b]

VinBigdata-VSLP ASR Challenge 2020 vi institute.vinbigdata.org/events/vinbigdata-chia-se-

100-gio-du-lieu-tieng-noi-cho-cong-dong/

VinBigdata-VSLP Monolingual Corpus 2020 vi institute.vinbigdata.org/events/vinbigdata-chia-se-

100-gio-du-lieu-tieng-noi-cho-cong-dong/

VinBigdata-VSLP Bilingual Corpus 2020 vi institute.vinbigdata.org/events/vinbigdata-chia-se-

100-gio-du-lieu-tieng-noi-cho-cong-dong/

ViquiQuAD ca Rodriguez-Penagos and Armentano-Oller [2021c]

VNTQcorpus(big) vi http://viet.jnlp.org/download-du-lieu-tu-vung-corpus

Wikibooks ca, ar, en, es, eu, fr, id, bn, hi, ml, mr, pa, ta, te, ur, pt, vi,

zhs

wikibooks.org

Wikimedia ca, id, hi, pt wikimedia.org

Wikinews ar, ca, en, es, fr, ta, pt, zhs wikinews.org

Wikipedia ak, ar, as, bm, bn, ca, en, es, eu, fr, id, ig, gu, hi, ki, kn,

lg, ln, ml, mr, nso, ny, or, pa, pt, rn, rw, sn, st, sw, ta, te,

tn, ts, tum, tw, ur, vi, wo, yo, zhs, zht, zu

wikipedia.org

Wikiquote ar, ca, en, es, eu, fr, id, gu, hi, kn, ml, mr, ta, te, ur, pt, vi,

zhs

wikiquote.org

Wikisource ar, ca, es, eu, fr, id, as, bn, gu, hi, kn, ml, mr, or, pa, ta,

te, pt, vi

wikisource.org

Wikiversity ar, en, es, fr, hi, pt, zhs wikiversity.org

Wikivoyage en, es, fr, bn, hi, pt, vi, zhs wikivoyage.org

Wiktionary ar, ca, en, es, eu, fr, id, as, bn, gu, hi, kn, ml, mr, or, pa,

ta, te, ur, pt, vi

wiktionary.org

WuDaoCorpora zhs Yuan et al. [2021]

XQUAD-ca ca Armengol-Estapé et al. [2021]

TABLE 3.1: List of crowdsourced datasets.
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Pseudo-Crawled Data. Of the various categories of language resources identified through the data

sourcing effort, websites stood out as one that required a particular effort and dedicated pipeline.

We decided to design such a pipeline based on “pseudo-crawling”: that is, rather than crawling the

websites ourselves, we retrieved pages corresponding to the target domain names from 18 snapshots

archived by Common Crawl in 2020 and 2021 in Web ARChive (WARC) format [Mohr et al., 2008].

These domain names came from two main sources: the homepage field in the metadata of the 252

above-mentioned catalogue entries when available (192 in total), and the 456 websites proposed by

participants asynchronously to improve the geographical diversity of our language sources; which

yielded a total of 614 unique domain names after deduplication.

We collected URLs contained within those domains using the Common Crawl index. The index

provides metadata for every document including the page URL, WARC filename and record offsets,

fetch status, content MIME type, etc. We ran a query matching all documents that share the domain

name with a seed using Amazon Athena on Common Crawl’s columnar index3. 48 of the 614 initial

seed domain names had no matches in the index and were therefore left out. Once we obtained the

document metadata, we fetched the WARC records using HTTP range requests with the start and end

byte offsets. Since HTML web pages constitute the largest portion of pages contained in the Common

Crawl dumps, we decided to only extract text from HTML pages. Documents in other formats were

filtered out, ie XML, PDF, etc. 27 domain names were additionally removed from the list at this stage as

we had not retrieved any HTML pages for them.

To extract the text from the HTML pages, we first minified the HTML code. Minification is the

removal of unnecessary characters from the source code of a website. Inspired by Aghajanyan et al.

[2022], we removed from the DOM-HTML all the sub-trees contained in a <script>, <style>, <header>,

<iframe>, <footer> and <form> tag as well as all the sub-trees associated with a <body>, <div>, <p>,

<section>, <table>, <ul>, <ol> or <dl> tag whose textual content was less than 64 characters long.

The text was then extracted from the nodes of this new DOM-HTML and all text nodes concatenated

according to a set of rules inspired by what Common Crawl’s processing. The overall procedure enabled

us to obtain text datasets for 539 domain names.

GitHub Code. We collected a code dataset from BigQuery4 using the same language selection as

AlphaCode [Li et al., 2022]. The dataset was then deduplicated of exact matches and filtered for source

files with between 100 and 200,000 characters, between 15-65% alphabetic characters, a max line

length of 20-1000 characters, and a token length standard deviation of more than 3. Due to a bug in

the pre-processing pipeline the dataset was also filtered for GPL licenses only.

Merging and Deduplicating Sources. After gathering and processing language data via the three

pipelines outlined above, we took a final step to manually inspect, deduplicate, and make a further

selection of the sources. First, we addressed dataset overlap we found by looking through our sources.

For example: OpenITI was present in both its raw form as well as a processed version. Consensus

was reached to choose the latter version. Non-trivial datasets overlap included s2orc [Lo et al., 2020],

Arxiv [Clement et al., 2019] and the PubMed Central subset of the Pile [Gao et al., 2020a]. We also

performed cross-pipeline dataset deduplication, removing the pseudo-crawled Wikipedia and GitHub

3https://commoncrawl.org/2018/03/index-to-warc-files-and-urls-in-columnar-format/
4“GitHub on BigQuery: Analyze all the open source code”
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in favor of their other versions. We also removed datasets that we found had a high incidence of

documents that were not fully in natural language (e.g. unexpected instances of SEO, HTML tags

etc...), as well as very small datasets in the higher-resourced languages. Finally, pseudo-crawled

sources were further processed to remove menus (with a heuristic consisting of removing lines that

occurred in more than 1% of pages in a given domain) and pages that had a high incidence of character

ngram repetition, low language identification confidence, or low proportion of closed class words (see

Section 3.4). We then removed entire domains whose size was less than 2MB after this step, yielding

147 pseudo-crawl-based datasets, and a total of 517 datasets including all three pipelines.

3.3.2 Processing Pipeline for Quality Improvement on Crowdsourced Datasets

Once a text field was obtained, we attempted to improve the quality of that text. In the specific case of

text extraction from HTML, we observe that not all text are relevant (menus, advertisements, repeated

text on each page etc ...). In order to remove noisy data from our dataset, we applied a processing

pipeline for each dataset consisting of a sequence of functions.

Functions were categorised as document-scoped or dataset-scoped functions. Document-scoped

functions are operations that modify a document independently of other documents and dataset-

scoped functions are operations that take into account the whole dataset. Orthogonal to this scope,

functions were also separated into cleaning and filtering functions. Cleaning functions aim to remove

text considered not part of the main document. Document-scoped cleaning functions can for example

target leftover HTML tags. On the other end, dataset-scoped cleaning functions need the whole dataset

to calculate a heuristic to determine how to modify each document. For instance, advertisements vary

across datasets, making it harder to define a dataset-agnostic classifier for advertisement. Instead,

we can index all the lines in a dataset and identify repeated lines on multiple pages as likely adver-

tisements.Filtering functions aim at removing an entire document from the corpus. The reasons for

choosing to remove a document completely are diverse: it may be because the document is considered

to be of too poor quality, to be too complex to automatically fix or too similar to other examples already

present in the corpus. The latter case, deduplication of a document, is dependent on whether an equiv-

alent document already exists somewhere else in the dataset and is thus necessarily a dataset-scope

function. The notion of equivalent documents has been explored by Lee et al. [2022]. In this case we

provide deduplication via metadata (urls, normalised urls) and via text (exact string matching).

As datasets came from heterogeneous sources with different properties, each needs its own set

of processing functions to correspond to our definition of natural language documents. In order to

support participants in deciding what functions to apply to which, we built and released a streamlit-

based visualization tool. Screenshots of the tool are presented in figure 3.2. This rapid feedback loop

enabled us to update the pipeline consequently in an iterative process to finetune each processing

pipelines across datasets and languages with the input of native speakers. This resulted in 485 non-

empty datasets.
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(A) Pipeline v0

(B) Pipeline v2

(C) Sample example difference between pipeline versions

FIGURE 3.2: High level statistics between two seperate pipelines and a sample example of the difference
between two pipelines. First iteration (Figure 3.2a) generated a 7Mb dataset. After some careful tweaking,
and some observed samples, we proposed a new pipeline in order to preserve previously wrongly removed
data (Figure 3.2b) which generated a 134Mb dataset (x18).

20



3.4. Processing OSCAR

3.4 Processing OSCAR

We chose to complement the data obtained at the end of the process described in the previous section

with additional Common Crawl-based5 data motivated by two main reasons. First, given the project’s

overall goal of providing a trained LLM as a research artifact comparable to previously released ones

that have relied extensively on this source, we assessed that not including it would constitute too much

of a departure and risk invalidating comparisons. Relatedly, recent work has put a strong emphasis on

the quantity of data being a strong factor in a trained model’s performance on evaluation tasks [Kaplan

et al., 2020, Hoffmann et al., 2022a], and we were missing about one third of data in order to optimize

our compute budget in this direction. With that in mind, we chose OSCAR version 21.09 [Ortiz Suárez

et al., 2020], based on the Common Crawl snapshot of February 2021, to make up the remaining 38%

of our final dataset.

However, crawled data suffers from several known issues. First, we wanted to only select documents

written by humans for humans, and exclude machine-generated content e.g. search engine optimiza-

tion (SEO). Crawled content also over-represents pornographic text across languages [Kreutzer et al.,

2022], especially in the form of spam ads. Finally, it contains personal information that may constitute

a privacy risk. The present section outlines our approach to mitigating those issues.

3.4.1 Data cleaning and filtering

Our first approach to addressing the above consists in defining quality indicators for web content.

These can then be used to filter out specific pages by defining cutoff thresholds. We filtered out

documents with:

• Too high character repetition or word repetition as a measure of repetitive content.

• Too high ratios of special characters to remove page code or crawling artifacts.

• Insufficient ratios of closed class words to filter out SEO pages.

• Too high ratios of flagged words to filter out pornographic spam. We asked contributors to tailor

the word list in their language to this criterion (as opposed to generic terms related to sexuality)

and to err on the side of high precision.

• Too high perplexity values to filter out non-natural language.

• Insufficient number of words, as LLM training requires extensive context sizes.

The languages that we eventually considered in OSCAR were the languages for which we were able to

obtain hyperparameters and the cutoff values for each of these indicators by native speakers. Specifi-

cally, we considered Arabic, Basque, Bengali, Catalan, Chinese, English, French, Hindi, Indonesian,

Portuguese, Spanish, Urdu, and Vietnamese. The code used for filtering OSCAR, along with the

language-specific parameters and cutoff values, are publicly available. We then asked native speakers

of each language to use our visualization tool6 to establish the thresholds for each filter. The percent-

age of documents removed after applying all these filters is given in Table 3.2, and the percentage of

documents discarded by each filter independently is given in 3.3.

5https://commoncrawl.org/
6https://hf.co/spaces/huggingface/text-data-filtering
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AR EU BN CA ZH EN FR HI ID PT UR VI ES

20.3 5.2 48.8 21.1 23.1 17.2 17.0 25.7 10.4 12.6 15.8 21.3 16.9

TABLE 3.2: Percentage of documents removed by the filtering per language (ISO 639-1 code).

FIGURE 3.3: Percentage of documents discarded by each filter independently for 5 languages

3.4.2 Deduplication

Data deduplication has become a key tool for language model projects following research showing that

it both improves performance on downstream tasks [Lee et al., 2022, Zhang et al., 2021] and decreases

memorization of training data [Kandpal et al., 2022]. To remove near duplicate documents in OSCAR

(which is already exact-deduplicated) we initially used SimHash [Charikar, 2002, Manku et al., 2007],

a hashing function that associates to two similar texts hashes with a low Hamming distance, with

6-grams and a Hamming distance threshold of 4. About 0.7% of the documents on average (0.07%

∼ 2.7%) were identified as near duplicates. However, because SimHash is essentially a bag-of-words

algorithm, long documents are more likely to end up being similar to each other. In practice, we found

false positives among long documents and decided not to discard documents in a same cluster of near-

duplicates when they were longer than 6000 characters. Instead, we applied substring deduplication

[Lee et al., 2022] based on Suffix Array [Manber and Myers, 1993] as a complementary method that

clusters documents sharing a long substring, for documents with more than 6000 characters. We found

on average 21.67% (10.61% ∼ 32.30%) of the data (in bytes) being duplicated.

3.4.3 Personally identifiable information

We used a rule-based approach leveraging regular expressions. The elements redacted were instances

of KEY (numeric & alphanumeric identifiers such as phone numbers, credit card numbers, hex-

adecimal hashes and the like, while skipping instances of years and simple numbers), EMAIL (email

addresses), USER (a social media handle) and IP_ADDRESS (an IPv4 or IPv6 address).

3.5 A First look at ROOTS

The efforts described in the previous sections come together in an assemblage of 1.6 Terabytes of

multilingual text. Figure 3.4 puts that number into context by comparing the sizes of corpora typically

used to train large language models. Documentation of the individual components of the corpus

can be found in an interactive dataset card deck. In this section, we take initial steps towards further

understanding of the corpus through statistical analyses of the aggregated data.
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FIGURE 3.4: A raw size comparison to other corpora used to train large language models. The asterisk next
to GPT-3 indicates the fact that the value in question is an estimate computed using the reported number of
tokens and the average number of tokens per byte of text that the GPT-2 tokenizer produces on the Pile-CC,
Books3, OWT2, and Wiki-en subsets of the Pile [Gao et al., 2020a]

3.5.1 Natural Languages

The constitution of the corpus reflects the crowdsourcing efforts that enabled its creation. It comprises

of 46 natural languages spanning 3 macroareas and 9 language families: Afro-Asiatic, Austro-Asiatic,

Austronesian, Basque, Dravidian, Indo-European, Mande, Niger-Congo, Sino-Tibetan. At 30.03%, En-

glish constitutes the largest part of the corpus, followed by Simplified Chinese (16.16%), French (12.9%),

Spanish (10.85%), Portuguese (4.91%) and Arabic (4.6%). The exact composition with all languages is

presented in presented in table 3.3.

In order for the trained model to have an opportunity to learn long dependencies, the training cor-

pus needs to contain long sequences of coherent text. At the same time, the previous post-processing

steps only reduced the size of the documents. The median size of a document in our corpus is 1,129

bytes. Figure 3.5 shows the distribution of document sizes by language. A more detailed breakdown of

the size of corpus on an online interactive tool.7.

The distributions of the filter values for the different filters introduced in Section 3.4.1 and lan-

guages, for the Catalogue, Pseudo-Crawl and OSCAR (filtered) data are available in an online demo8.

Examples for English are shown in figure 3.6. The different distributions reflect the diversity of sourcing

and filtering of our main components. A notable example is the flagged word filter, for which the

distribution for OSCAR is skewed right compared to the catalogue even after filtering.

3.5.2 Programming Languages

As depicted in the waffle plot in figure 3.1, the code subset of the corpus spans 13 programming

languages, with Java, PHP, and C++ accounting for more than half of all documents.

7https://hf.co/spaces/bigscience-data/document-sizes
8https://hf.co/spaces/bigscience-catalogue-lm-data/filter_values_distributions
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Language ISO-639-3 catalog-ref Genus Family Macroarea Size in Bytes

Akan aka ak Kwa Niger-Congo Africa 70,1554

Arabic arb ar Semitic Afro-Asiatic Eurasia 74,854,900,600

Assamese asm as Indic Indo-European Eurasia 291,522,098

Bambara bam bm Western Mande Mande Africa 391,747

Basque eus eu Basque Basque Eurasia 2,360,470,848

Bengali ben bn Indic Indo-European Eurasia 18,606,823,104

Catalan cat ca Romance Indo-European Eurasia 17,792,493,289

Chi Chewa nya ny Bantoid Niger-Congo Africa 1,187,405

Chi Shona sna sn Bantoid Niger-Congo Africa 6,638,639

Chi Tumbuka tum tum Bantoid Niger-Congo Africa 170,360

English eng en Germanic Indo-European Eurasia 484,953,009,124

Fon fon fon Kwa Niger-Congo Africa 2,478,546

French fra fr Romance Indo-European Eurasia 208,242,620,434

Gujarati guj gu Indic Indo-European Eurasia 1,199,986,460

Hindi hin hi Indic Indo-European Eurasia 24,622,119,985

Igbo ibo ig Igboid Niger-Congo Africa 14078,521

Indonesian ind id Malayo-Sumbawan Austronesian Papunesia 19,972,325,222

Isi Zulu zul zu Bantoid Niger-Congo Africa 8,511,561

Kannada kan kn Southern Dravidian Dravidian Eurasia 2,098,453,560

Kikuyu kik ki Bantoid Niger-Congo Africa 359,615

Kinyarwanda kin rw Bantoid Niger-Congo Africa 40,428,299

Kirundi run rn Bantoid Niger-Congo Africa 3,272,550

Lingala lin ln Bantoid Niger-Congo Africa 1,650,804

Luganda lug lg Bantoid Niger-Congo Africa 4,568,367

Malayalam mal ml Southern Dravidian Dravidian Eurasia 3,662,571,498

Marathi mar mr Indic Indo-European Eurasia 1,775,483,122

Nepali nep ne Indic Indo-European Eurasia 2,551,307,393

Northern Sotho nso nso Bantoid Niger-Congo Africa 1,764,506

Odia ori or Indic Indo-European Eurasia 1,157,100,133

Portuguese por pt Romance Indo-European Eurasia 79,277,543,375

Punjabi pan pa Indic Indo-European Eurasia 1,572,109,752

Sesotho sot st Bantoid Niger-Congo Africa 751,034

Setswana tsn tn Bantoid Niger-Congo Africa 1,502,200

Simplified Chinese — zhs Chinese Sino-Tibetan Eurasia 261,019,433,892

Spanish spa es Romance Indo-European Eurasia 175,098,365,045

Swahili swh sw Bantoid Niger-Congo Africa 236,482,543

Tamil tam ta Southern Dravidian Dravidian Eurasia 7,989,206,220

Telugu tel te South-Central Dravidian Dravidian Eurasia 2993407,159

Traditional Chinese — zht Chinese Sino-Tibetan Eurasia 762,489,150

Twi twi tw Kwa Niger-Congo Africa 1,265,041

Urdu urd ur Indic Indo-European Eurasia 2,781,329,959

Vietnamese vie vi Viet-Muong Austro-Asiatic Eurasia 43,709,279,959

Wolof wol wo Wolof Niger-Congo Africa 3,606,973

Xhosa xho xh Bantoid Niger-Congo Africa 14,304,074

Xitsonga tso ts Bantoid Niger-Congo Africa 707,634

Yoruba yor yo Defoid Niger-Congo Africa 89,695,835

Programming Languages — — — — 174,700,245,772

TABLE 3.3: Linguistic makeup of the corpus.
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FIGURE 3.5: Size in bytes of every document in the corpus per language. The y-axis is in logarithmic scale.
Box-and-whisker diagrams illustrate median, the first and third quartiles, whiskers drawn within the 1.5 IQR
value and outliers

FIGURE 3.6: Some distributions of filter values for English. A filter value is the value that the filter gives to a
document. These values are generally used to filter out documents that are too low or too high rated and
also inform about the composition of the datasets.

Configuration and test files are abundant in most GitHub repositories but not as interesting for

code modeling. To that end, we use a heuristic whose first step examines the first 5 lines of a file for the

presence of keywords such as “configuration file” or “test file”. Failing that, the second step is to see

whether the occurrence of the literals config and test in a given file exceeds 5% of the total number

of lines of that file. We find that 5.23% of the data consists of configuration files and 7.88% of test files.

Allamanis [2019] and Lopes et al. [2017] highlight the large fraction of near-duplicates present in

code datasets and how they can inflate performance metrics. Exact match deduplication alone can

miss a fair amount of near-duplicates. To detect them, we first compute the MinHash of all documents,

then create a Locality Sensitive Hashing (LSH) index between files to find the duplicate clusters in

linear time. We additionally evaluate the Jaccard similarities within duplicate clusters to remove some

false positives. We find 10.9M duplicate files in the clusters and 4.1M unique files: almost 32% of the

data consists of near-duplicates. Syntax checkers9 are used to validate 500K samples of Python and

PHP code. We find that only 1% of the Python data and 2% of the PHP files do not pass the syntax

check.

3.5.3 Tokenizer analysis of the component datasets

A tokenizer trained on a dataset can be used as a proxy for its content [Gao et al., 2020a]. The relevant

metric is the number of tokens produced for a byte of natural language. The more different the training

9py_compile for Python and the -l flag for PHP
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FIGURE 3.7: Tokens per byte for each English-language component for tokenizers trained on this corpus
(BLOOM), the Pile (GPT-NeoX 20B) and C4 (T5). Lower values mean the component (X axis) is more similar
in aggregate to the compared training corpus.

FIGURE 3.8: Tokens per byte for each French, Simplified Chinese, and Arabic component for tokenizers trained
on this corpus. Lower values mean the component (X axis) is more similar in aggregate to the rest of the
corpus.

corpus from the tokenized corpus, the more tokens will be produced as the tokenizer is forced to divide

natural text in more numerous, more general, smaller tokens. This property has allowed us to spot

errors associated with outlier values, such as incorrectly classified languages, or crawling error. In the

following analysis, we use it in two ways: first, we can use tokenizers trained on different corpora to

see how ours differs from them; and second, we can use a tokenizer trained on this corpus to assess

which components are outliers. We exclude outliers smaller than 5 documents.

Figure 3.7 shows the tokens-per-byte measurement on English component datasets for the BLOOM

tokenizer, trained on this corpus, the GPT-NeoX 20B tokenizer [Black et al., 2022], trained on the Pile,

and the T5 tokenizer [Raffel et al., 2020], trained on C4. Those tokenizers may differ in algorithms

and/or vocabulary size, but we won’t be directly comparing them to each other.

The figure is ordered by BLOOM tokenizer token-per-byte values, which shows that the ordering is

very similar for BLOOM and GPT-NeoX. However, it shows several bumps for T5: component datasets

that are out of domain in C4 but not our corpus, for example technical and academic datasets such

as s2orc or royal_society_corpus, domains absent from C4’s Common Crawl-sourced data. Other

such datasets include global_voices, which contains news about non-English-speaking regions

including quotes in the original languages and no_code_stackexchange, which contains forums

which, although in English, may be dedicated to technical matters, foreign languages, or very specific

domains. Both are similar to our corpus but not to the Pile or C4.
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Figure 3.8 additionally shows BLOOM fertilities for Simplified Chinese, French and Arabic compo-

nents. Outlier, high-fertility components, e.g. datasets that differ from the rest of our corpus, tend to

be the same for all languages. project_gutenberg contains old books with their original formatting

(for example, "***********" to denote page ends). wiktionary contains definitions of words in foreign

languages. wikiversity contains technical terms and LATEX. wikivoyage contains tables formatted

as text. Forums may contain the user and date information of the message, as well as internet slang or

emoji. arabench is spoken Arabic, and habibi is classical Arabic with more diacritics than modern.

We deem most of those deviations acceptable to represent the diversity of uses of text, which tokenizer

analysis is able to surface from the rest of the dataset.

3.6 Conclusion

This chapter presented ROOTS, a massive multilingual corpus that was the result of an international

collaboration with the goal of leveraging native speaker expertise for the processing in each language.

We also released and documented the tooling developed throughout the project, in order to empower

future language model training projects to make their own decisions with their data, and to spread

best practices. For most languages in the dataset, ROOTS is still the largest publicly available language

modeling corpus. Such large unstructured text corpora are a valuable resource for NLP communities

as one of the two main inputs for large language model training, with computation power. In the next

chapter, we will leverage ROOTS to train BLOOM, a massively multilingual large language model.
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Chapter 4

Training an open-source massively

multilingual language model

4.1 Introduction

As we have documented in chapter 2, large language models are the main engine of modern NLP, and

those models are requiring increasing amounts of resources. Indeed, the empirical observation that a

language model’s performance increases predictably as the model is made larger [Hestness et al., 2017,

Kaplan et al., 2020, Hoffmann et al., 2022b] has led to a trend of increasing scale [Zeng et al., 2021, Rae

et al., 2021a, Smith et al., 2022, Chowdhery et al., 2022]. Apart from environmental concerns [Strubell

et al., 2019, Lacoste et al., 2019, Schwartz et al., 2020], the costs of training large language models are

only affordable for well-resourced organizations. Furthermore, until recently, most were not publicly

released. As a result, the majority of the research community is not involved in the development and

investigation of LLMs. This has had concrete consequences; for example, most large language models

are primarily trained on English-language text 1.

This chapter is dedicated to a multilingual language model we call BLOOM (the BigScience Large

Open-science Open-access Multilingual Language Model) which was developed and released within

the framework of BigScience, a collaboration of hundreds of researchers, with the goal of addressing

these issues. From the dataset we built in chapter 4, we were able to train a 176 billion parameter

model on 46 natural languages and 13 programming languages. At the time of writing, BLOOM was

still the largest open-source model ever released, the only massively multilingual large language model,

and the only publicly available language model over 20 billion parameters trained on publicly released

data.

First, we document the entirety of the design of BLOOM, including architecture and modeling

choices, engineering decisions, and some finetuned variants, with the goal of democratizing know-

how around large language model training. Then, we report the results of our extensive evaluation

suite, including performance on several tasks in monolingual and multilingual settings, the effects of

finetuning, and some estimation of the bias exhibited by the model.

1with notable exceptions in Chinese and Korean, e.g. Wang et al., 2021, Zeng et al., 2021, Kim et al., 2021
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4.2 BLOOM

4.2.1 Training Dataset

BLOOM was trained on the ROOTS corpus [Laurençon et al., 2022], a composite collection of 498 Hug-

ging Face datasets [Lhoest et al., 2021] amounting to 1.61 terabytes of text that span 46 natural languages

and 13 programming languages, which was presented in detail last chapter. A detailed itemized list of

every language along with its linguistic genus, family and macroarea is presented in Table 4.1.

4.2.2 Model Architecture

This section discusses our design methodology and the architecture of the BLOOM model. In-depth

studies and experiments can be found in Le Scao et al. [2022b] and Wang et al. [2022a]. We first review

our design methodology, then motivate our choice of training a causal decoder-only model. Finally,

we justify the ways that our model architecture deviates from standard practice.

Design Methodology

The design space of possible architectures is immense, making exhaustive exploration impossible.

One option would be to exactly replicate the architecture of an existing large language model. On the

other hand, a great deal of work on improving existing architectures has seen relatively little adoption

[Narang et al., 2021]; adopting some of these recommended practices could yield a significantly better

model. We take a middle ground and focus on model families that have been shown to scale well, and

that have reasonable support in publicly available tools and codebases. We ablate components and

hyperparameters of the models, seeking to make the best use of our final compute budget.

Experimental Design for Ablations One of the main draws of LLMs has been their ability to

perform tasks in a “zero/few-shot” way: large enough models can perform novel tasks simply from

in-context instructions and examples [Radford et al., 2019], without dedicated training on supervised

samples. Accordingly, and because finetuning a 100B+ model is unwieldy, we focused our evaluation of

architectural decisions on zero-shot generalization, and do not consider transfer learning. Specifically,

we measured zero-shot performance on diverse aggregates of tasks: 29 tasks from the EleutherAI

Language Model Evaluation Harness (EAI-Eval, Gao et al. [2021]), and 9 tasks from the evaluation set

of T0 (T0-Eval, Sanh et al. [2022]). There is significant overlap between the two: only one task from

T0-Eval (StoryCloze) is not in EAI-Eval, although all prompts between the two are different. See Le Scao

et al. [2022b] for a detailed list of tasks and baselines. We also note that our tasks aggregates share 17 of

the 31 tasks of the evaluation of GPT-3 [Brown et al., 2020].

We conducted our ablation experiments using smaller models. We used the 6.7B parameter scale

for the pretraining objective ablations [Wang et al., 2022a] and the 1.3B scale for the rest including

position embeddings, activations, and layer normalization [Le Scao et al., 2022b]. Recently, Dettmers

et al. [2022] identified a phase transition for models larger than 6.7B, in which the emergence of

“outliers features” is observed. This questions whether results obtained at the 1.3B scale should be

assumed to extrapolate to our final model size.
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Language ISO-639-3 catalog-ref Genus Family Macroarea Size in Bytes

Akan aka ak Kwa Niger-Congo Africa 70,1554

Arabic arb ar Semitic Afro-Asiatic Eurasia 74,854,900,600

Assamese asm as Indic Indo-European Eurasia 291,522,098

Bambara bam bm Western Mande Mande Africa 391,747

Basque eus eu Basque Basque Eurasia 2,360,470,848

Bengali ben bn Indic Indo-European Eurasia 18,606,823,104

Catalan cat ca Romance Indo-European Eurasia 17,792,493,289

Chichewa nya ny Bantoid Niger-Congo Africa 1,187,405

chiShona sna sn Bantoid Niger-Congo Africa 6,638,639

Chitumbuka tum tum Bantoid Niger-Congo Africa 170,360

English eng en Germanic Indo-European Eurasia 484,953,009,124

Fon fon fon Kwa Niger-Congo Africa 2,478,546

French fra fr Romance Indo-European Eurasia 208,242,620,434

Gujarati guj gu Indic Indo-European Eurasia 1,199,986,460

Hindi hin hi Indic Indo-European Eurasia 24,622,119,985

Igbo ibo ig Igboid Niger-Congo Africa 14078,521

Indonesian ind id Malayo-Sumbawan Austronesian Papunesia 19,972,325,222

isiXhosa xho xh Bantoid Niger-Congo Africa 14,304,074

isiZulu zul zu Bantoid Niger-Congo Africa 8,511,561

Kannada kan kn Southern Dravidian Dravidian Eurasia 2,098,453,560

Kikuyu kik ki Bantoid Niger-Congo Africa 359,615

Kinyarwanda kin rw Bantoid Niger-Congo Africa 40,428,299

Kirundi run rn Bantoid Niger-Congo Africa 3,272,550

Lingala lin ln Bantoid Niger-Congo Africa 1,650,804

Luganda lug lg Bantoid Niger-Congo Africa 4,568,367

Malayalam mal ml Southern Dravidian Dravidian Eurasia 3,662,571,498

Marathi mar mr Indic Indo-European Eurasia 1,775,483,122

Nepali nep ne Indic Indo-European Eurasia 2,551,307,393

Northern Sotho nso nso Bantoid Niger-Congo Africa 1,764,506

Odia ori or Indic Indo-European Eurasia 1,157,100,133

Portuguese por pt Romance Indo-European Eurasia 79,277,543,375

Punjabi pan pa Indic Indo-European Eurasia 1,572,109,752

Sesotho sot st Bantoid Niger-Congo Africa 751,034

Setswana tsn tn Bantoid Niger-Congo Africa 1,502,200

Simplified Chinese — zhs Chinese Sino-Tibetan Eurasia 261,019,433,892

Spanish spa es Romance Indo-European Eurasia 175,098,365,045

Swahili swh sw Bantoid Niger-Congo Africa 236,482,543

Tamil tam ta Southern Dravidian Dravidian Eurasia 7,989,206,220

Telugu tel te South-Central Dravidian Dravidian Eurasia 2993407,159

Traditional Chinese — zht Chinese Sino-Tibetan Eurasia 762,489,150

Twi twi tw Kwa Niger-Congo Africa 1,265,041

Urdu urd ur Indic Indo-European Eurasia 2,781,329,959

Vietnamese vie vi Viet-Muong Austro-Asiatic Eurasia 43,709,279,959

Wolof wol wo Wolof Niger-Congo Africa 3,606,973

Xitsonga tso ts Bantoid Niger-Congo Africa 707,634

Yoruba yor yo Defoid Niger-Congo Africa 89,695,835

Programming Languages — — — — 174,700,245,772

TABLE 4.1: Linguistic makeup of the ROOTS corpus.
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Out-of-scope Architectures We did not consider mixture-of-experts (MoE) [Shazeer et al., 2017],

due to a lack of widely used GPU-based codebases suitable for training them at scale. Similarly, we

also did not consider state-space models [Gu et al., 2020]. At the time of the design of BLOOM, they

consistently underperformed in natural language tasks [Gu et al., 2021]. Both of these approaches are

promising, and have now demonstrated competitive results–at large scales for MoE [Fedus et al., 2022,

Srivastava et al., 2022], and at smaller scale for state-space models with H3 [Fu et al., 2023].

Architecture and Pretraining Objective

Although most modern language models are based on the Transformer architecture, there are signifi-

cant deviations between architectural implementations. Notably, while the original Transformer is

based on an encoder-decoder architecture, many popular models have opted for encoder-only (e.g.

BERT, [Devlin et al., 2019]) or decoder-only (e.g. GPT, [Radford et al., 2018]) approaches. Currently, all

state-of-the-art language models over 100 billion parameters are causal decoder-only models [Brown

et al., 2020, Rae et al., 2021a, Chowdhery et al., 2022]. This is in opposition to the findings of Raffel et al.

[2020], in which encoder-decoder models significantly outperform decoder-only models for transfer

learning.

Prior to our work, the literature was lacking a systematic evaluation of the zero-shot generalization

capabilities of different architectures and pretraining objectives. We explored this question in Wang

et al. [2022a] where we evaluated encoder-decoder and decoder-only architectures and their interac-

tions with causal, prefix, and masked language modeling pretraining objectives. Our results show that

immediately after pretraining, causal decoder-only models performed best – validating the choice

of state-of-the-art LLMs. Furthermore, they can be more efficiently adapted after pretraining to a

non-causal architecture and objective–an approach which has been further explored and confirmed

by Tay et al. [2022].

Modeling Details

Beyond choosing an architecture and pretraining objective, a number of changes to the original Trans-

former architecture have been proposed. For example, alternative positional embedding schemes [Su

et al., 2021, Press et al., 2022] or novel activation functions [Shazeer, 2020]. We thus performed a series

of experiments to evaluate the benefit of each of these modifications for a causal decoder-only model

in Le Scao et al. [2022b]. We adopted two architectural deviations in BLOOM:

ALiBi Positional Embeddings Instead of adding positional information to the embedding layer,

ALiBi directly attenuates the attention scores based on how far away the keys and queries are [Press

et al., 2022]. Although ALiBi was initially motivated by its ability to extrapolate to longer sequences,

we found it also led to smoother training and better downstream performance even at the original

sequence length – outperforming both learned [Vaswani et al., 2017] and rotary [Su et al., 2021]

embeddings.

Embedding LayerNorm In preliminary experiments training a 104B parameters model, we ex-

perimented with an additional layer normalization immediately after the embedding layer – as rec-
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ommended by the bitsandbytes2 library [Dettmers et al., 2022] with its StableEmbedding layer. We

found this significantly improved training stability. Even though we also found it penalizes zero-shot

generalization in Le Scao et al. [2022b], we train BLOOM with an additional layer normalization af-

ter the first embedding layer to avoid training instabilities. Note the preliminary 104B experiments

were conducted in float16, while the final training was in bfloat16. Since then, float16 has been

attributed as being responsible for many of the observed instabilities in training LLMs [Zhang et al.,

2022, Zeng et al., 2022]. It is possible that bfloat16 alleviates the need for the embedding LayerNorm.

We represent the full architecture of BLOOM in figure 4.1 for reference.
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FIGURE 4.1: The BLOOM architecture. The khead slope parameters for ALIBI are taken as 2
−8i

n with n the
number of heads and i ∈ 1,2, ...,n.

4.2.3 Tokenization

The design decisions when training a tokenizer are often neglected in favour of “default” settings

[Mielke et al., 2021]. For instance, OPT [Zhang et al., 2022] and GPT-3 [Brown et al., 2020] both use

GPT-2’s tokenizer, trained for English. This can be justified by the fact that evaluating the impact

of a particular choice on the downstream performance of the model is constrained by the large

computational costs of training. However, the diverse nature of BLOOM’s training data requires careful

design choices to ensure that the tokenizer encodes sentences in a lossless manner.

Validation We use the fertility [Ács, 2019] of our tokenizer compared to existing monolingual tok-

enizers as a metric for sanity checks. Fertility is defined as the number of subwords created per word or

per dataset by the tokenizer, which we measured using subsets of Universal Dependencies 2.9 [Nivre

et al., 2017] and OSCAR [Ortiz Suárez et al., 2019] in the languages of interest. A very high fertility

on a language compared to a monolingual tokenizer may indicate a degradation on the downstream

multilingual performance of the model [Rust et al., 2021]. Our goal was to not degrade the fertility on

each language by more than 10 percentage points when comparing our multilingual tokenizer with

2github.com/TimDettmers/bitsandbytes
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monolingual tokenizers in corresponding languages. For all experiments, the Hugging Face Tokenizers

library [Moi et al., 2019] was used to design and train the tested tokenizers.

Tokenizer fr en es zh hi ar

Monolingual 1.30 1.15 1.12 1.50 1.07 1.16

BLOOM 1.17 (-11%) 1.15 (+0%) 1.16 (+3%) 1.58 (+5%) 1.18 (+9%) 1.34 (+13%)

TABLE 4.2: Fertilities obtained on Universal Dependencies treebanks on languages with existing monolingual
tokenizers. The monolingual tokenizers we used were the ones from CamemBERT [Martin et al., 2020], GPT-
2 [Radford et al., 2019], DeepESP/gpt2-spanish, bert-base-chinese, monsoon-nlp/hindi-bert
and Arabic BERT [Safaya et al., 2020], all available on the HuggingFace Hub.

Tokenizer Training Data We initially used a non-deduplicated subset of ROOTS. However, a

qualitative study on the vocabulary of the tokenizer revealed issues in its training data. For instance, in

earlier versions of the tokenizer, we found entire URLs stored as tokens caused by several documents

containing a high number of duplicates. These issues motivated us to remove duplicated lines in the

tokenizer training training data. We then applied the same sampling ratios per language as for the

training data.

Vocabulary Size A large vocabulary size reduces the risk of over-segmenting some sentences,

especially for low-resource languages. We conducted validation experiments using 150k and 250k

vocabulary sizes to make comparisons with existing multilingual modeling literature easier [Conneau

et al., 2020, Xue et al., 2021]. We ultimately settled for a vocabulary of 250k tokens to reach our initial

fertility objective compared to monolingual tokenizers. Since the vocabulary size determines the

embedding matrix size, it also had to be divisible by 128 for GPU efficiency reasons and by 4 to be able

to use Tensor Parallelism. We used a final size of 250,680 vocabulary items with 200 tokens reserved for

possible future applications such as removing private information using placeholder tokens.

Byte-level BPE The tokenizer is a learned subword tokenizer trained using the Byte Pair Encod-

ing (BPE) algorithm introduced by Gage [1994]. In order not to lose information during tokenization,

the tokenizer creates merges starting from bytes as the smallest units instead of characters [Radford

et al., 2019]. This way, tokenization never results in unknown tokens because all 256 bytes can be

contained in the vocabulary of the tokenizer. In addition, Byte-level BPE maximizes vocabulary sharing

between languages [Wang et al., 2019c].

Normalization Upstream of the BPE tokenization algorithm, no normalization of the text was

performed in order to have the most general model possible. In all cases, we observed that adding

unicode normalization such as NFKC did not reduce the fertility by more than 0.8% on all the languages

considered but came at the cost of making the model less general; for example, causing 22 and 22 to be

encoded in the same way.
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Pre-tokenizer Our pre-tokenization has two goals: producing a first division of the text (usually

using whitespaces and punctuation) and restricting the maximum length of sequences of tokens pro-

duced by the BPE algorithm. The pre-tokenization rule used was the following regex: “ ”
3 which splits words apart while preserving all the characters and in particular the sequences of spaces

and line breaks that are crucial for programming languages. We do not use English-centric splits

common in other tokenizers (e.g. splitting around ’nt or ’ll). We also didn’t use splits on numbers

and digits, which caused issues in Arabic and code.

4.2.4 Engineering

Hardware

The model was trained on Jean Zay,4 a French government-funded supercomputer owned by GENCI

and operated at IDRIS, the national computing center for the French National Center for Scientific

Research (CNRS). Training BLOOM took about 3.5 months to complete and consumed 1,082,990

compute hours. Training was conducted on 48 nodes, each having 8 NVIDIA A100 80GB GPUs (a

total of 384 GPUs); due to possible hardware failures during training, we also maintained a reserve

of 4 spare nodes. The nodes were equipped with 2x AMD EPYC 7543 32-Core CPUs and 512 GB of

RAM, while the storage was handled by mix of full flash and hard disk drives using a SpectrumScale

(GPFS) parallel file system shared between all nodes and users of the supercomputer. 4 NVLink GPU-

to-GPU interconnects per node enabled intra-node communications while 4 Omni-Path 100 Gbps

links per node, arranged in an enhanced hypercube 8D global topology, were used for inter-node

communications.

Framework

BLOOM was trained using Megatron-DeepSpeed5 [Smith et al., 2022], a framework for large-scale

distributed training. It consists of two parts: Megatron-LM6 [Shoeybi et al., 2019] provides the Trans-

former implementation, tensor parallelism, and data loading primitives, whereas DeepSpeed7 [Rasley

et al., 2020] provides the ZeRO optimizer, model pipelining, and general distributed training compo-

nents. This framework allows us to train efficiently with 3D parallelism (Narayanan et al., 2021, shown

in Figure 4.2), a fusion of three complementary approaches to distributed training. These approaches

are described below:

Data parallelism (DP) replicates the model multiple times, with each replica placed on a different

device and fed a slice of the data. The processing is done in parallel and all model replicas are

synchronized at the end of each training step.

Tensor parallelism (TP) partitions individual layers of the model across multiple devices. This way,

instead of having the whole activation or gradient tensor reside on a single GPU, we place shards

3github.com/bigscience-workshop/bs-tokenizers
4idris.fr/eng/jean-zay/jean-zay-presentation-eng.html
5github.com/bigscience-workshop/Megatron-DeepSpeed
6github.com/NVIDIA/Megatron-LM
7github.com/microsoft/DeepSpeed
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FIGURE 4.2: DP+PP+TP combination leads to 3D parallelism.

of this tensor on separate GPUs. This technique is sometimes called horizontal parallelism or

intra-layer model parallelism.

Pipeline parallelism (PP) splits up the model’s layers across multiple GPUs, so that only a fraction of

the layers of the model are placed on each GPU. This is sometimes called vertical parallelism.

Finally, the Zero Redundancy Optimizer (ZeRO; Rajbhandari et al., 2020) allows different processes to

only hold a fraction of data (parameters, gradients, and optimizer states) required for a training step.

We used ZeRO stage 1, meaning that only the optimizer states are sharded in this manner.

The four components described above are combined together to allow scaling to hundreds of GPUs

with extremely high GPU utilization. We were able to achieve 156 TFLOPs in our fastest configuration

with A100 GPUs, attaining our objective of half of the theoretical peak performance of 312 TFLOPs (in

float32 or bfloat16).

Floating Point Format

In earlier experiments with 104B-parameter models on NVIDIA V100 GPUs, we observed numerical

instabilities that caused irreversible training divergences. We hypothesize that these instabilities stem

from our initial use of IEEE float16 — a 16-bit floating point format with a very limited dynamic

range that can cause overflows. The NVIDIA A100 GPUs that we ultimately had access to support the

bfloat16 format [Wang and Kanwar, 2019, Kalamkar et al., 2019], which has the same dynamic range

as float32. On the other hand, bfloat16 still has much lower precision, which motivated our use

of mixed-precision training [Micikevicius et al., 2018]. This technique performs certain precision-

sensitive operations such as gradient accumulation and softmax in float32 precision and the rest

of operations in lower precision, allowing us to achieve a balance of high performance and training

stability. Ultimately, we performed final training in bfloat16 mixed precision, which proved to solve

the instability problem (in line with previous observation by Smith et al., 2022).
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Fused CUDA Kernels

In general, GPUs cannot retrieve data to perform computations on and perform these computations at

the same time. Moreover, the compute performance of modern GPUs is much higher than the speed

of memory transfer required for every operation (often called a kernel in GPU programming). Kernel

fusion [Wu et al., 2012] is an approach for optimizing GPU-based computations by performing several

consecutive operations in only one kernel call. This approach offers a way to minimize data transfers:

intermediary results stay in the GPU register instead of being copied into VRAM, saving overhead.

We used several custom fused CUDA kernels provided by Megatron-LM. First, we used an opti-

mized kernel to perform LayerNorm, as well as kernels to fuse various combinations of the scaling,

masking, and softmax operations. The addition of a bias term is also fused with the GeLU activation

using the JIT functionality of PyTorch. As an example consequence of the use of fused kernels, adding

the bias term in the GeLU operation adds no additional time, as the operation is memory-bound: the

additional computation is negligible compared to data transfers between GPU VRAM and registers, so

fusing both operations essentially halves their runtime.

Additional Challenges

Scaling to 384 GPUs required two final changes: disabling asynchronous CUDA kernel launches (for

ease of debugging and to prevent deadlocks) and splitting parameter groups into smaller subgroups

(to avoid excessive CPU memory allocations).

During training, we faced issues with hardware failures: on average, 1–2 GPU failures occurred

each week. As backup nodes were available and automatically used, and checkpoints were saved every

three hours, this did not affect training throughput significantly. A PyTorch deadlock bug in the data

loader and disk space issues led to 5–10h downtimes. Given the relative sparsity of engineering issues,

and since there was only one loss spike, which the model swiftly recovered from, human intervention

was less necessary than in comparable projects [Zhang et al., 2022]. Full details of our experience with

training BLOOM and a detailed report of all issues we faced are publicly available.8

4.2.5 Training

The BLOOM family We train six size variants of BLOOM with respective hyperparameters detailed

in Table 4.3. Architecture and training hyperparameters come from our experimental results [Le Scao

et al., 2022b] and prior work on training large language models [Brown et al., 2020, Kaplan et al., 2020].

Model depth and width for the non-176B models roughly follow previous literature [Brown et al., 2020,

Zhang et al., 2022], deviating for 3B and 7.1B in order only to fit the models more easily on our training

setup. Embedding parameter sizes are larger for BLOOM owing to the larger multilingual vocabulary,

but scaling literature discounts embedding operations [Kaplan et al., 2020]. During the development

process at the 104B parameters scale, we experimented with different values of Adam β parameters,

weight decay and gradient clipping to target stability, but did not find it helpful. For all models, we

use a cosine learning rate decay schedule [Loshchilov and Hutter, 2016] over 410B tokens, taken as

an upper bound for the length of training if compute permitted, and warmup for 375M tokens. We

use weight decay, gradient clipping, and no dropout. The ROOTS dataset contains around 341 billion

8github.com/bigscience-workshop/bigscience/blob/master/train/tr11-176B-ml/chronicles.md
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Hyperparameter (↓) BLOOM-560M BLOOM-1.1B BLOOM-1.7B BLOOM-3B BLOOM-7.1B BLOOM

Architecture hyperparameters

Parameters 559M 1,065M 1,722M 3,003M 7,069M 176,247M

Precision float16 bfloat16

Layers 24 24 24 30 30 70

Hidden dim. 1024 1536 2048 2560 4096 14336

Attention heads 16 16 16 32 32 112

Vocab size 250,680 250,680

Sequence length 2048 2048

Activation GELU GELU

Position emb. Alibi Alibi

Tied emb. True True

Pretraining hyperparameters

Global Batch Size 256 256 512 512 512 2048

Learning rate 3.0e-4 2.5e-4 2e-4 1.6e-4 1.2e-4 6e-5

Total tokens 341B 366B

Warmup tokens 375M 375M

Decay tokens 410B 410B

Decay style cosine cosine

Min. learning rate 1e-5 6e-6

Adam (β1,β2) (0.9, 0.95) (0.9, 0.95)

Weight decay 1e-1 1e-1

Gradient clipping 1.0 1.0

Multitask finetuning hyperparameters

Global Batch Size 1024 1024 2048 2048 2048 2048

Learning rate 2.0e-5 2.0e-5 2.0e-5 2.0e-5 2.0e-5 2.0e-5

Total tokens 13B 13B

Warmup tokens 0 0

Decay style constant constant

Weight decay 1e-4 1e-4

TABLE 4.3: BLOOM & BLOOMZ Training Hyperparameters.
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tokens of text, so we aimed to train all models for the equivalent amount of tokens. However, in light of

revised scaling laws published during training [Hoffmann et al., 2022b], we decided to train the large

models for an additional 25 billion tokens on repeated data. As warmup tokens + decay tokens were

larger than the total number of tokens, the end of learning rate decay was never reached.

4.2.6 Finetuned variants

Multitask Finetuning

Building on recent work on multitask finetuning [Sanh et al., 2022, Wei et al., 2021b, Wang et al.,

2022a] we explore using multilingual multitask finetuning to improve the zero-shot performance of

the BLOOM model. For this purpose, we use the xP3 corpus [Muennighoff et al., 2022b], resulting in

a model we call BLOOMZ, further described in Muennighoff et al. [2022b]. BLOOMZ maintains the

same architecture hyperparameters as BLOOM models. The finetuning hyperparameters are loosely

based on T0 [Sanh et al., 2022] and FLAN [Wei et al., 2021b]. Learning rates are determined by doubling

the minimum learning rate of the respective pretrained model and then rounding. Global batch sizes

are multiplied by four for small variants to increase throughput. While the models are finetuned for

13 billion tokens, the best checkpoint is chosen according to a separate validation set. We found

performance to plateau after 1 – 6 billion tokens of finetuning. Results on zero-shot performance are

better across the board after multitask finetuning, as described in 4.3.7

Contrastive Finetuning

We also perform contrastive finetuning of the 1.3 and 7.1 billion parameter BLOOM models using the

SGPT Bi-Encoder recipe [Muennighoff, 2022] to train models that produce high-quality text embed-

dings. We created SGPT-BLOOM-7.1B-msmarco9 geared towards multilingual information retrieval

and SGPT-BLOOM-1.7B-nli10 for multilingual semantic textual similarity (STS). However, recent bench-

marking has found these models to also generalize to various other embedding tasks, such as bitext

mining, reranking or feature extraction for downstream classification [Muennighoff et al., 2022a].

Results for some of those tasks are described in 4.3.8

4.2.7 Carbon Footprint

While most attempts to estimate the carbon footprint of language models have shed light on the

emissions produced due to energy consumed during model training (e.g. Patterson et al., 2021, Strubell

et al., 2019), other sources of emissions are also important to consider. In our efforts to estimate the

carbon emissions of BLOOM, we were inspired by the Life Cycle Assessment (LCA) approach [Klöpffer,

1997] and aimed to consider aspects such as the emissions of equipment manufacturing, intermediate

model training, and deployment. According to our estimates, the carbon emissions from BLOOM

training add up to approximately 81 tons of CO2eq, of which 14% were generated by the equipment

manufacturing process (11 tons), 30% by the energy consumed during training (25 tons) and 55% by

idle consumption of the equipment and computing cluster used for training (45 tons).

9hf.co/bigscience/sgpt-bloom-7b1-msmarco
10hf.co/bigscience-data/sgpt-bloom-1b7-nli
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Model

name

Number of

parameters

Power

consumption

CO2eq

emissions

GPT-3 175B 1,287 MWh 502 tons

Gopher 280B 1,066 MWh 352 tons

OPT 175B 324 MWh 70 tons

BLOOM 176B 433 MWh 25 tons

TABLE 4.4: Comparison of carbon emissions between BLOOM and similar LLMs. Numbers in italics have
been inferred based on data provided in the papers describing the models.

Comparing the carbon emissions of BLOOM training to other similar models (see Table 4.4),

reveals that while the energy consumption of BLOOM is slightly higher than OPT [Zhang et al., 2022]

(433 Mwh compared to OPT’s 324 MWh), its emissions are approximately 2/3 less (25 tons versus 70

tons). This is thanks to the low carbon intensity of the energy grid used for training BLOOM, which

emits 57 gCO2eq/kWh, compared to 231 gCO2eq/kWh for the grid used for OPT training. Specifically,

France’s national energy grid (which is used by Jean Zay) is largely powered by nuclear energy, which

is low-carbon compared to grids powered by energy sources such as coal and natural gas. While the

sustainability of nuclear energy is debated, it is one of the least carbon-intensive sources of energy

that is currently available. Both BLOOM and OPT incurred significantly less carbon emissions than

GPT-3 (as reported by [Patterson et al., 2021]), which can be attributed to several factors including

more efficient hardware as well as less carbon-intensive energy sources.

We also pursued further exploration of the carbon footprint of (1) the computation carried out

on Jean Zay within the scope of the Big Science workshop, and (2) running the BLOOM model API

in real time. In terms of the footprint of the totality of the computation, we estimate that the final

BLOOM training represents approximately 37% of the overall emissions, with other processes such as

intermediate training runs and model evaluation adding up to the other 63%. This is slightly less than

the estimate made by the authors of the OPT paper, who stated that the total carbon footprint of their

model is roughly 2 times higher due to experimentation, baselines and ablation [Zhang et al., 2022].

Our ongoing exploration of the carbon emissions of the BLOOM API have estimated that the real-time

deployment of the model on a GCP instance with 16 GPUs running in the us-central1 region results

in approximately 20 kg of CO2eq emitted per day of deployment (or 0.83 kg per hour). This figure is not

representative of all deployment use-cases, and will vary depending on the hardware used as well as

the specifics of model implementation (e.g. whether batching is used) and the number of requests the

model receives. Further information regarding BLOOM’s carbon footprint can be found in Luccioni

et al. [2022].

4.2.8 Release

Openness has been central to the development of BLOOM and we wanted to ensure it is easily available

for the community to use. As such, we worked on producing documentation as a Model Card [Mitchell

et al., 2019] and a new license addressing specific goals of the project.
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Model Card Following best practices for releasing machine learning models, the BLOOM model

has been released along with a detailed Model Card11 [Mitchell et al., 2019] describing its technical

specifications, details on training, intended-use, out-of-scope uses as well as the model’s limitations.

Participants across working groups worked together to produce the final Model Card and similar cards

for each checkpoint. The work was collaborative, primarily composed “live” by thinking through

and discussing each section, then further dividing into subsections based on the categorizations and

distinctions participants naturally ended up creating throughout discussions.

Licensing Being mindful of the potentially harmful use-cases that BLOOM could enable, we chose

to strike a balance between unrestricted open-access and responsible-use by including behavioral-use

clauses [Contractor et al., 2022] to limit the application of the model towards potentially harmful

use-cases. Such clauses are routinely being included in a growing class of “Responsible AI Licenses

(RAIL)”12 that the community has been adopting when releasing their models.13 A distinguishing

aspect of the RAIL license developed for BLOOM is that it separates licensing of the “source code” and

“model”, as referenced by its trained parameters. It further includes detailed definitions of “use” and

“derived works” of the model to ensure that anticipated downstream use by prompting, finetuning,

distillation, use of logits and probability distributions are explicitly identified. The license contains

13 behavioral-use restrictions that have been identified based on the intended uses and limitations

described in the BLOOM Model Card, as well as the BigScience ethical charter. The license offers

the model at no charge and users are free to use the model as long as they comply with the terms

(including usage restrictions). The source code for BLOOM has been made available under an Apache

2.0 open source license.

4.3 Evaluation

Our evaluations focus on zero-shot and few-shot settings. Our goal is to present an accurate picture of

how BLOOM compares to existing LLMs in settings that most realistically reflect the way the models

are likely to be used in practice. Because of the scale of these models, prompt-based adaptation and

few-shot “in-context learning” are currently more common than finetuning. Thus, we report results

on a range of tasks - SuperGLUE 4.3.2, machine translation 4.3.3, summarization 4.3.4 - and languages

in zero-shot and one-shot prompt-based settings, as well as after multitask finetuning (Section 4.3.7).

We also perform code generation 4.3.5, and use BLOOM-derived text embeddings for representation

tasks 4.3.8. Finally, we investigate biases shown by the model 4.3.9

4.3.1 Experimental Design

Prompts

Based on recent research on the impact of prompting on language model performance, we decided

to build a language model evaluation suite that allowed us to vary both the basic task data as well as

11hf.co/bigscience/bloom
12licenses.ai
13the-turing-way.netlify.app/reproducible-research/licensing/licensing-ml.html
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the prompting that is used to contextualize the task. Our prompts were developed prior to BLOOM’s

release, and did not undergo any a priori refinement using models. That is, the prompts we use in our

evaluation are ones that humans believed were a reasonable way to solicit the desired task behavior

from a language model. Our goal for designing prompts in this way is to simulate realistic zero-shot

or one-shot results that a new user could expect from BLOOM. This is in contrast to presenting best-

case performances that might result from multiple rounds of trial-and-error on prompt design. We

choose to report the former because the latter is harder to reproduce systematically, is arguably a less

representative picture of how the model works in the average setting, and is not representative of true

zero-shot learning where no labeled data is available.

We generate multiple prompts per task using promptsource [Bach et al., 2022a]. We follow the

procedure used by Sanh et al. [2022], in which prompt generation is crowdsourced, and thus we see

substantial variety in length and style across prompts. To improve quality and clarity, multiple peer

reviews were performed on each prompt for artifacts and consistency.

Table 4.5 shows examples of the resulting prompts used for the WMT’14 task. We also generate

prompts for many tasks that are not included in this chapter due to resource constraints. All of our

prompts for all tasks (both those analyzed in the paper and those not yet analyzed) are publicly

available.14

Prompt name Prompt Target

a_good_translation-source+target Given the following source text: [source sentence], a good L2 translation is: [target sentence]

gpt3-target What is the L2 translation of the sentence: [source sentence]? [target sentence]

version-target if the original version says [source sentence]; then the L2 version should say: [target sentence]

xglm-source+target L1: [source sentence] = L2: [target sentence]

TABLE 4.5: Four prompts for the WMT’14 dataset [Bojar et al., 2014] for MT evaluation. Above, “L1” and “L2”
are replaced with language names (e.g. “Bengali” and “Russian”).

Infrastructure

Our framework extends EleutherAI’s Language Model Evaluation Harness [Gao et al., 2021] by integrat-

ing it with the promptsource [Bach et al., 2022a] library Bach et al. [2022a]. We release our Prompted

Language Model Evaluation Harness as an open source library for people to use. We use this framework

in order to run the experiments and aggregate results.

Datasets

SuperGLUE We use a subset of the SuperGLUE [Wang et al., 2019a] evaluation suite of classification

tasks, specifically: Ax-b, Ax-g, BoolQ, CB, WiC, WSC, and RTE tasks. We excluded the remaining

tasks because they require an order of magntiude more compute to run than all of these tasks we

consider combined. These tasks are English-only, and are thus included to facilitate comparison with

prior work, which has primarily focused on English-only models. We also note that performance

on these tasks has not yet been widely reported using zero- and one-shot prompt-based setting. T0

[Sanh et al., 2022] is the first exception, but that model is instruction-tuned and thus not directly

14github.com/bigscience-workshop/promptsource/tree/eval-hackathon

42

https://github.com/bigscience-workshop/promptsource/tree/eval-hackathon


4.3. Evaluation

comparable to models like BLOOM and OPT. For each task, we select a random sample of five prompts

from promptsource and evaluate all models on that set of prompts. As with other prompting tasks

in Evaluation Harness [Gao et al., 2021], the prediction of a model for a given prompt is measured

using the maximum log likelihood among a set of specified candidate label strings associated with the

prompt.

Machine Translation (MT) We evaluate BLOOM on three datasets (using ISO-639-1 codes to refer

to languages): WMT14 en↔fr and en↔hi [Bojar et al., 2014], Flores-101 [Goyal et al., 2022] and DiaBLa

[Bawden et al., 2020]. We evaluate using the sacrebleu [Post, 2018] implementation of BLEU [Papineni

et al., 2002], using default tokenisation for WMT and DiaBLa and spm-flores-101 for Flores.15 We

use greedy decoding with generation proceeding until the EOS token, or additionally \n###\n for the

1-shot case. The maximum generation length was set per dataset to be in line with what is typically

used in the literature; specifically, 64 tokens for WMT14 and 512 tokens for Flores-101 and DiaBla.

Task-specific experimental design details are below.

Summarization We evaluate summarization on the WikiLingua [Ladhak et al., 2020] dataset. Wik-

iLingua is a multilingual summarization dataset comprising WikiHow article and step-by-step sum-

mary pairs. Pairs are aligned across multiple languages, with translation of source and summary further

reviewed by an international translation team. One-shot conditional natural language generation has

typically not been reported by models with size comparable to BLOOM. PaLM [Chowdhery et al., 2022]

is the first exception, and reports scores on WikiLingua; however, only the model’s ability to summarize

in English was examined (-> en). By contrast, we opted to test BLOOM’s inherent multilingual ability

by assessing the abstractive summarization in the source language (e.g. vi -> vi). We focus on the nine

languages (Arabic, English, Spanish, French, Hindi, Indonesian, Portuguese, Vietnamese and Chinese)

which were amongst those targeted as part of the BigScience effort.

Natural language generation is notoriously challenging to evaluate, with multilingual generation

compounding this challenge due to a lack of metric support. Following the suggestions by Gehrmann

et al. [2022b], we report ROUGE-2, ROUGE-L [Lin, 2004],16 and Levenshtein distance. One important

modification to ROUGE is using the SentencePiece tokenizer [Kudo and Richardson, 2018] built from

the Flores-101 dataset [Goyal et al., 2022]. A naive approach would use a tokenizer based on English, but

using a multilingual tokenizer improves the capacity to measure the fidelity of multilingual generations.

To minimize inference time of the model we use the subsamples from the updated GEM benchmark

[Gehrmann et al., 2022a] (3000 uniformly sampled test examples). The authors note that there is

minimal difference when comparing model performance between the subsamples and the full test

sets. For decoding and generation, we use the same procedure as described above for MT.

Baseline Models

We use the following baseline models where appropriate (e.g. in settings where they support the

language of the evaluation dataset):

15BLEU+case:mixed+numrefs.1+smooth.exp+{13a,tok:spm-flores}+version:2.2.1
16For ROUGE, we used the Python implementation at

github.com/google-research/google-research/rouge, commit f935042.
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• mGPT [Shliazhko et al., 2022], GPT-style models trained on 60 languages from Wikipedia and

Common Crawl

• GPT-Neo [Black et al., 2021], GPT-J-6B [Wang and Komatsuzaki, 2021], and GPT-NeoX [Black

et al., 2022], a family of GPT-style models trained on The Pile [Gao et al., 2020b]

• T0 [Sanh et al., 2022], a variant of T5 [Raffel et al., 2020] that underwent multitask prompted

finetuning on datasets from P3 [Bach et al., 2022a]

• OPT [Zhang et al., 2022], a family of GPT-style model trained on a mixture of datasets including

those from RoBERTa [Liu et al., 2019] and The Pile [Gao et al., 2020b]

• XGLM [Lin et al., 2021a], a GPT-style multilingual model trained on a variant of CC100 [Conneau

et al., 2020]

• M2M [Fan et al., 2021], a massively multilingual model trained to translate between 100 lan-

guages

• AlexaTM [Soltan et al., 2022a], an encoder-decoder model trained on a mixture of masked and

causal language modeling on data from Wikipedia and mC4 [Xue et al., 2021]

• mTk-Instruct [Wang et al., 2022b], a variant of T5 that underwent multitask prompted finetuning

on datasets from Super-NaturalInstructions

• Codex [Chen et al., 2021], a family of GPT models finetuned on code from GitHub

• GPT-fr [Simoulin and Crabbé, 2021], a GPT-style model trained on French text

4.3.2 SuperGLUE

Figure 4.3 shows zero- and one-shot performance on SuperGLUE. In both settings, on entailment

tasks (BoolQ and CB), performance is well above random chance for BLOOM, T0, OPT, and GPT-J. On

other tasks, while the best prompts do better, the average performance across prompts hovers around

chance, suggesting that the success of individual prompts is primarily statistical variation. There is

some signal for BLOOM in the diagnostic (Ax-b and Ax-g) datasets. The exception is the T0 model,

which shows strong performance. However, this model is finetuned in the multitask setting (similar to

BLOOMZ, see Section 4.3.7) in order to improve performance in zero-shot prompting settings, and

thus is not directly comparable to the other models shown here.

As models go from zero-shot to one-shot, variability is reduced across all prompts and models

and performance slightly and inconsistently increases. Notably, BLOOM sees more of an increase in

performance than comparable models when going from zero-shot to one-shot, as it is generally behind

OPT in the zero-shot setting but matches or improves on it in the one-shot setting, even though it has

only partly been trained on English. This may be because a multilingual language model gains more

certainty in the language of input and output with a longer context.

We perform an additional analysis comparing BLOOM models across model sizes. As a baseline,

we also measure the average one-shot accuracy of OPT models of similar sizes (350M parameters to

175B parameters).17 Figure 4.4 shows the accuracy of each prompt on each task across model scales.

17We do not evaluate OPT-66B because of the lack of a similarly-sized BLOOM model.
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FIGURE 4.3: Performance of various LLMs on subset of tasks from SuperGLUE benchmark in zero- and
one-shot prompt-based setting.

Both OPT and BLOOM model families improve very slightly with scale, with only models over 2 billion

parameters showing signal, and there is no consistent difference between families across all tasks. In

the 1-shot setting, BLOOM-176B is ahead of OPT-175B on Ax-b, CB, WSC and WiC, and matches it on

the other tasks, suggesting that multilinguality does not limit performance of BLOOM on English-only

tasks in the zero-shot setting.

4.3.3 Machine Translation

In addition to the results presented here, a more detailed analysis of BLOOM’s MT quality can be found

in [Bawden and Yvon, 2023].

WMT

WMT results for BLOOM-176B in the zero-shot and 1-shot setting are given in Table 4.6. The best

prompts tend to be the more verbose ones; the “version-target” prompt is consistently better and the

“gpt3-target” and “xglm-source+target” prompts have very poor performance, especially for zero-shot.

In the one-shot setting, BLOOM can, with the right prompt, perform competent translation, although

it is behind dedicated (supervised) models such as M2M-100 (43.8 BLEU for English→French and 40.4

for French→English, compared to 34.2 and 35.4 BLEU for BLOOM). The two major problems observed,

particularly in the zero-shot setting, are (i) over-generation and (ii) not producing the correct language

(an obvious prerequisite for a good translation). Both of these aspects are greatly improved as the

number of few-shot examples is increased.

DiaBLa

Table 4.7 shows results testing the use of linguistic context with DiaBLa, a parallel dataset of informal

bilingual dialogues. In a 1-shot context and using the “xglm-source+target” prompt, we compare the
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FIGURE 4.4: Comparison of the scaling of BLOOM versus OPT on each SuperGLUE one-shot task. Each point
represents the average accuracy of a model within the BLOOM or OPT family of models on one of the five
task prompts. The number of parameters on the x-axis is presented in log-scale.

Prompt en → fr fr → en en → hi hi → en

Shots 0 1 0 1 0 1 0 1

a_good_translation-source+target15.3836.39 14.1536.56 1.9014.49 10.1924.60

gpt3-target 7.9032.55 12.7333.14 0.26 6.51 0.66 9.98

version-target 21.9634.22 26.7935.42 1.9613.95 11.4825.80

xglm-source+target 14.9127.83 15.5234.51 6.8013.62 12.0525.04

TABLE 4.6: WMT’14 zero- and one-shot results (BLEU) for BLOOM-176B. The prompts used are described in
Table 4.5.

effect of using a random test set example as the 1-shot example versus using the previous dialogue

utterance. In light of the overgeneration issues seen and in order to evaluate the quality of the

prediction independently of overgeneration, we report results for both original outputs and after

applying a custom truncation function.18 The automatic results are inconclusive, with little difference

18The truncation rule is specific to the “xglm-source+target” prompt and the fact that overgeneration consists

of repeating the prompt pattern. Anything after a first newline or the regular expression pattern = .+?: is
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en→fr fr→en

1-shot context Truncate BLEU COMET BLEU COMET

Rand.
× 5.7 0.342 12.1 0.614

✓ 37.6 0.634 41.4 0.757

Prev.
× 6.1 0.328 12.3 0.617

✓ 38.5 0.614 41.6 0.751

TABLE 4.7: DiaBLa 1-shot results (BLEU) for the “xglm-source+target” prompt when using the previous or a
random sentence as the 1-shot example (with and without truncation of outputs). In bold the best results for
each direction.

between scores (BLEU scores are higher for previous context but COMET scores are lower). Despite

these results, there is evidence in the predictions themselves that the model is able to use the context

of the 1-shot example to make translation choices. See [Bawden and Yvon, 2023] for examples and

further analysis.

Flores

In the 1-shot setting, we test several language directions in the Flores-101 [Goyal et al., 2022] devtest

set using the “xglm-source+target” prompt [Lin et al., 2021a]. The 1-shot example is randomly taken

from the dev set. We separate out results for low-resource language pairs (Table 4.8a), between related

languages of the Romance language family (Table 4.8b), high-resource language pairs (Table 4.8c)

and high-to-mid-resource language pairs (Table 4.8d). Languages are classified as low-, mid- and

high-resource depending on their representation in ROOTS. We compare to supervised results from

the M2M-100 model [Fan et al., 2021] with 615M parameters, for which scores are computed by Goyal

et al. [2022]. Additionally, we compare to 32-shot AlexaTM results for high-resource language pairs

[Soltan et al., 2022a]. Results are good across the board for both translation between high-resource

languages and from high- to mid-resource languages, suggesting BLOOM’s good multilingual capacity,

even across scripts (here between Latin (or extended Latin), Chinese, Arabic and Devanagari scripts).

Compared to the supervised M2M-100 model, results are often comparable and sometimes better

in this 1-shot setting, and results are comparable in many cases to those of AlexaTM (even though

AlexTM results are for 32-shot).

The translation quality for many of the low-resource languages is good, comparable to or even

slightly better than the supervised M2M model. However, results are very poor between Swahili and

Yoruba, languages that are present but under-represented in BLOOM’s training data (<50k tokens each).

This contrasts with the results for translation between Romance (and therefore related) languages,

where results are good across-the-board, including for translation from Galician (glg), a language not

included in the training data, but which shares many similarities with the other Romance languages,

in particular with Portuguese (por). This however does question BLOOM’s quality on those under-

represented low-resource languages included in training.

discarded.
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Src↓ Trg→ en bn hi sw yo

en
BLOOM – 24.6 27.2 20.5 2.6

M2M – 23.0 28.1 26.9 2.2

bn
BLOOM 29.9 – 16.3 – –

M2M 22.9 – 21.8 – –

hi
BLOOM 35.1 23.8 – – –

M2M 27.9 21.8 – – –

sw
BLOOM 37.4 – – – 1.3

M2M 30.4 – – – 1.3

yo
BLOOM 4.1 – – 0.9 –

M2M 4.2 – – 1.9 –

(A) Low-resource languages

Src↓ Trg→ ca es fr gl it pt

ca
BLOOM – 28.9 33.8 19.2 19.8 33.0

M2M – 25.2 35.1 33.4 25.5 35.2

es
BLOOM 31.2 – 24.8 23.3 16.5 29.1

M2M 23.1 – 29.3 27.5 23.9 28.1

fr
BLOOM 37.2 27.5 – 24.9 24.0 38.9

M2M 28.7 25.6 – 32.8 28.6 37.8

gl
BLOOM 37.5 27.1 33.8 – 18.3 32.2

M2M 30.1 27.6 37.1 – 26.9 34.8

it
BLOOM 31.0 25.4 31.4 20.2 – 29.2

M2M 25.2 29.2 34.4 29.2 – 31.5

pt
BLOOM 39.6 28.1 40.3 27.1 20.1 –

M2M 30.7 26.9 40.2 33.8 28.1 –

(B) Romance languages

Src ↓ Trg → ar en es fr zh

ar

BLOOM – 40.3 23.3 33.1 17.7

M2M – 25.5 16.7 25.7 13.1

AlexaTM – 41.8 23.2 35.5 –

en

BLOOM 28.2 – 29.4 45.0 26.7

M2M 17.9 – 25.6 42.0 19.3

AlexaTM 32.0 – 31.0 50.7 –

es

BLOOM 18.8 32.7 – 24.8 20.9

M2M 12.1 25.1 – 29.3 14.9

AlexaTM 20.8 34.6 – 33.4 –

fr

BLOOM 23.4 45.6 27.5 – 23.2

M2M 15.4 37.2 25.6 – 17.6

AlexaTM 24.7 47.1 26.3 – –

zh

BLOOM 15.0 30.5 20.5 26.0 –

M2M 11.55 20.9 16.9 24.3 –

AlexaTM – – – – –

(C) High-resource language pairs.

Src ↓ Trg → en fr hi id vi

en
BLOOM – 45.0 27.2 39.0 28.5

M2M – 42.0 28.1 37.3 35.1

fr
BLOOM 45.6 – 18.5 31.4 32.8

M2M 37.2 – 22.9 29.1 30.3

hi
BLOOM 35.1 27.6 – – –

M2M 27.9 25.9 – – –

id
BLOOM 43.2 30.4 – – –

M2M 33.7 30.8 – – –

vi
BLOOM 38.7 26.8 – – –

M2M 29.5 25.8 – – –

(D) High→mid-resource language pairs.

TABLE 4.8: 1-shot MT results (spBLEU) on the Flores-101 devtest set.

4.3.4 Summarization

Figure 4.5 shows one-shot results for BLOOM models alongside OPT-175B for comparison. Each point

represents a per-prompt score. The key takeaways are that BLOOM attains higher performance on

multilingual summarization than OPT and that performance increases as the parameter count of the

model increases. We suspect this is due to BLOOM’s multilingual-focused training.

As discussed in Section 4.3.1, we report ROUGE-2 scores for the sake of comparability with prior

work, and because there is a lack of alternatives for generation evaluation. However, we qualitatively
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FIGURE 4.5: WikiLingua One-shot Results. Each plot represents a different language with per-prompt ROUGE-2
F-measure scores.

observe that in many cases, the ROUGE-2 score understates the quality of the summaries generated by

the systems.

4.3.5 Code Generation

The BLOOM pretraining corpus, ROOTS, consists of around 11% of code. In Table 4.9, we report

benchmarking results of BLOOM on HumanEval [Chen et al., 2021]. We find the performance of

pretrained BLOOM models to be similar to that of the similar-sized GPT models trained on the Pile

[Gao et al., 2020b]. The Pile contains English data and around 13% of code (GitHub + StackExchange),

which is similar to the code data sources and proportions in ROOTS. The Codex models, which have

solely been finetuned on code, are significantly stronger than other models. Multitask finetuned

BLOOMZ models do not improve significantly over BLOOM models. We hypothesize this is due to

the finetuning dataset, xP3, not containing significant amounts of pure code completion. Rather, xP3

contains code-related tasks, such as estimating the time complexity of a given Python code snippet.

Additional analysis is provided in Muennighoff et al. [2022b].

4.3.6 HELM benchmark

For completeness, we reproduce here evaluations from the HELM benchmark [Liang et al., 2022a],

which ran 5-shot evaluations of a variety of language models on English-only tasks. Despite the

multilingual training, BLOOM is roughly on par in accuracy with previous-generation English-only

models, such as GPT3-davinci v1 and J1-Grande v1, but behind more recent monolingual models

49



Chapter 4. Training an open-source massively multilingual language model

PASS@k

k = 1 k = 10 k = 100

GPT-NEO 1.3B 4.79% 7.47% 16.30%

GPT-NEO 2.7B 6.41% 11.27% 21.37%

GPT-J 6B 11.62% 15.74% 27.74%

GPT-NEOX 20B 15.4% 25.6% 41.2%

CODEX-300M 13.17% 20.37% 36.27%

CODEX-679M 16.22% 25.7% 40.95%

CODEX-2.5B 21.36% 35.42% 59.5%

CODEX-12B 28.81% 46.81% 72.31%

BLOOM-560M 0.82% 3.02% 5.91%

BLOOM-1.1B 2.48% 5.93% 9.62%

BLOOM-1.7B 4.03% 7.45% 12.75%

BLOOM-3B 6.48% 11.35% 20.43%

BLOOM-7.1B 7.73% 17.38% 29.47%

BLOOM 15.52% 32.20% 55.45%

BLOOMZ-560M 2.18 % 4.11% 9.00%

BLOOMZ-1.1B 2.63% 6.22% 11.68%

BLOOMZ-1.7B 4.38% 8.73% 16.09%

BLOOMZ-3B 6.29% 11.94% 19.06%

BLOOMZ-7.1B 8.06% 15.03% 27.49%

BLOOMZ 12.06% 26.53% 48.44%

TABLE 4.9: Performance on HumanEval [Chen et al., 2021]. Non-BLOOM results come from prior work [Chen
et al., 2021, Fried et al., 2022]. The Codex model is a language model that was finetuned on code, while the
GPT models [Black et al., 2021, Wang and Komatsuzaki, 2021, Black et al., 2022] are trained on a mix of code
and text like BLOOM.

such as InstructGPT davinci v2, Turing NLG v2, Anthropic-LM v4-s3, or OPT. Like other large language

models of this size, it is not very well calibrated, but quite robust. Finally, on this benchmark, it is one

of the best models for fairness, slightly more toxic than average in English, and average for bias.

4.3.7 Gains from multitask finetuning

We find that multitask finetuning causes zero-shot performance to significantly increase. In Figure 4.7,

we compare the zero-shot performance of pretrained BLOOM and XGLM models with multitask

finetuned BLOOMZ, T0 and mTk-Instruct [Wang et al., 2022b]. BLOOM and XGLM performances are

near the random baselines of 33% for NLI (XNLI) and 50% for coreference resolution (XWinograd) and
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FIGURE 4.6: Results for a wide variety of language models on the 5-shot HELM benchmark. Taken from Liang
et al. [2022a]

sentence completion (XCOPA and XStoryCloze). After going through multilingual multitask finetuning

(BLOOMZ), zero-shot performance significantly improves on the depicted held-out tasks. Despite

also being multitask finetuned, T0 performs badly on the multilingual datasets shown due to it being

a monolingual English model. Additional results provided in Muennighoff et al. [2022b], however,

show that models finetuned on xP3 also outperform T0 on English datasets when controlling for size

and architecture. This is likely due to T0’s finetuning dataset (P3) containing less diverse datasets and

prompts than xP3. Multitask finetuning performance has been shown to correlate with the amount of

datasets and prompts [Chung et al., 2022].

4.3.8 Embeddings

In Section 4.2.5, we have outlined the contrastive finetuning procedure for creating SGPT-BLOOM

text embedding models. In Table 4.10, we report benchmarking results on two multilingual datasets

from the Massive Text Embedding Benchmark (MTEB, Muennighoff et al., 2022a). We find that SGPT-

BLOOM-7.1B-msmarco21 provides state-of-the-art performance on several classification and semantic

21hf.co/bigscience/sgpt-bloom-7b1-msmarco
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Natural Language Inference

Coreference Resolution

Sentence Completion

FIGURE 4.7: BLOOMZ zero-shot task generalization. Five untuned prompts are evaluated for each dataset and
plotted. T0 is monolingual (English) while other models are multilingual. T0 performance may be hurt by its
inability to tokenize some non-English texts.

textual similarity splits. However, with 7.1 billion parameters it is an order of magnitude larger than

models like the displayed multilingual MiniLM22 and MPNet23. SGPT-BLOOM-1.7B-nli24 performs

significantly worse, likely due to less parameters and its finetuning being shorter (NLI is a much smaller

dataset than MS-MARCO). Apart from the BLOOM models, ST5-XL25 is the largest model with 1.2

billion parameters. However, as an English-only model its performance on non-English languages

is poor. The languages displayed are part of the BLOOM pretraining corpus. Performance on more

22hf.co/sentence-transformers/paraphrase-multilingual-MiniLM-L12-v2
23hf.co/sentence-transformers/paraphrase-multilingual-mpnet-base-v2
24hf.co/bigscience/sgpt-bloom-1b7-nli
25hf.co/sentence-transformers/sentence-t5-xl
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4.3. Evaluation

ST5-XL LASER2 MiniLM-L12 19 MPNet20 LaBSE SGPT-BLOOM-1.7B SGPT-BLOOM-7.1B

Embedding classification performance on MASSIVE [FitzGerald et al., 2022] scored using accuracy

Arabic (ar) 4.18 37.16 51.43 45.14 50.86 54.59 59.25

Bengali (bn) 2.60 42.51 48.79 35.34 58.22 57.76 61.59

English (en) 72.09 47.91 69.32 66.84 61.46 66.69 69.67

Spanish (es) 57.97 45.44 64.43 59.66 58.32 61.77 66.35

French (fr) 60.99 46.13 64.82 60.25 60.47 64.58 66.95

Hindi (hi) 3.02 40.20 62.77 58.37 59.40 60.74 63.54

Indonesian (id) 41.53 45.81 65.43 59.85 61.12 60.07 64.06

Kannada (kn) 2.79 4.32 50.63 40.98 56.24 48.56 53.54

Malayalam (ml) 2.98 41.33 54.34 42.41 57.91 55.10 58.27

Portuguese (pt) 57.95 48.55 64.89 61.27 60.16 62.52 66.69

Swahili (sw) 30.60 31.89 31.95 29.57 51.62 43.90 49.81

Tamil (ta) 1.79 29.63 50.17 36.77 55.04 52.66 56.40

Telugu (te) 2.26 36.03 52.82 40.72 58.32 49.32 54.71

Urdu (ur) 2.70 26.11 56.37 52.80 56.70 51.00 56.75

Vietnamese (vi) 21.47 44.33 59.68 56.61 56.67 59.85 64.53

Semantic textual similarity on STS22 [Madabushi et al., 2022] scored using spearman correlation of cosine similarities

Arabic (ar) 29.60 42.57 52.19 46.20 57.67 48.64 58.67

English (en) 64.32 39.76 63.06 61.72 60.97 61.45 66.13

Spanish (es) 58.16 54.92 59.91 56.56 63.18 61.81 65.41

French (fr) 77.49 58.61 74.30 70.55 77.95 73.18 80.38

Chinese (zh) 33.55 49.41 61.75 58.75 63.02 58.53 66.78

TABLE 4.10: Performance of BLOOM models finetuned for sentence embeddings on classification and STS
datasets from MTEB [Muennighoff et al., 2022b].

languages and datasets can be inspected on the MTEB leaderboard26.

4.3.9 Bias

As a preliminary study into the biases learned by BLOOM, we present evaluation on the multilingual

CrowS-Pairs dataset, which combines a revised version of the CrowS-Pairs dataset developed by Nan-

gia et al. [2020] together with the French version of CrowS-Pairs introduced by Névéol et al. [2022].

One challenge of this evaluation was to adapt a dataset originally intended for masked language

models to autoregressive language models such as BLOOM. CrowS-Pairs relies on minimal pairs to

compare a stereotyped statement and a non-stereotyped statement (e.g. “Women can’t drive.” is a

gender stereotype while “Men can’t drive” is not). The two statements differ only by the social category

targeted by the stereotype and that social category is present in the stereotyped statement and not in

the non-stereotyped statement. The evaluation aims at assessing systematic preference of models for

stereotyped statements. The original “metric score” compared pseudo-log-likelihood of sentences in a

26hf.co/spaces/mteb/leaderboard
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pair to determine which sentence received a higher score from a masked language model. Prompts

were designed to require the model to select one of the statements based on the “likely” and “realistic”

nature of the situations described.

Figure 4.8 shows that BLOOM’s overall prompt accuracy was close to .50, which suggests an overall

absence of bias. We note that the scores in English and French are very close, suggesting similar

overall behavior of the model on both languages. We also show results on mono-lingual autoregressive

models — GPT-Neo [Black et al., 2021] and GPT-FR [Simoulin and Crabbé, 2021] for English and French,

respectively.

BLOOM BLOOM-1.1B BLOOM-560M GPT-NEO-1.3B GPT-NEO-125M

0.48

0.49

0.50

0.51

0.52

English

BLOOM BLOOM-1.1B BLOOM-560M GPT-FR-1B GPT-FR-124M

0.48

0.49

0.50

0.51

0.52

French

FIGURE 4.8: Overall accuracy of BLOOM on crowS-Pairs per prompt for English and French. Results on the
two smallest BLOOM models and monolingual GPT models of comparable size are also shown.

Table 4.11 presents the results per bias type in the CrowS-Pairs dataset. The results are quite

homogeneous over the categories, which contrasts with previous studies on masked language models,

which suggested models were prone to bias in specific categories, which differed between models

tested. Nonetheless, accuracy significantly differs from 50 (T-test, p < .05) overall for both languages,

as well as for a number of bias categories, as shown per asterisks in the table.

Limitations Blodgett et al. [2021] discuss validity issues with the original CrowS-Pairs corpus. The

CrowS-Pairs version used here differs from the original by addressing some of the issues pointed out by

Blodgett et al. [2021] and by constructing 200 additional sentence pairs based on stereotypes collected

from French speakers. In a recent evaluation of bias in masked language models in English and French,

results obtained on the revised dataset were not significantly different from those obtained on the

original dataset [Névéol et al., 2022]. However, its original validation does not naturally apply here, and

comparison to other CrowS-Pairs results is more difficult. For a stronger assessment of bias, results

obtained with CrowS-Pairs should be compared with other measures of bias, and also assessed for all

languages in the model. However, as noted by Talat et al. [2022], very little material (corpora, measures)

is available for multilingual bias assessment.

Although our examinations suggest a limited presence of bias in the model, they cannot cover

the breadth of possible usage scenarios. One such scenario where models may have a larger impact

is on linguistic diversity and language variation encountered. As the training resources for BLOOM

are carefully curated, they may also capture some language variations to a larger degree than other

models. This also impacts the ability of trained models to equitably represent different variations. Such
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Bias type support English French

ethnicity color 460 50.05 50.48*

gender 321 51.17* 51.24*

socioeconomic status 196 51.05* 52.22*

nationality 253 49.25* 48.49*

religion 115 53.82* 53.01*

age 90 49.35 50.13

sexual orientation 91 50.00 49.9

physical appearance 72 48.20 49.67

disability 66 48.49* 49.16*

other 13 50.18 42.1*

All 1,677 49.78* 50.61*

TABLE 4.11: BLOOM accuracy results on crowS-Pairs bias categories averaged over eight runs for English
and French. Significance for the one sample T-test (p < .05) is indicated with *.

differences can aid in the propagation and legitimization of some language variants over others. Our

evaluation of biases in the model are further limited to the situations, languages and language variants

that are covered by multilingual CrowS-Pairs. We therefore expect a distinction between our

findings using CrowS-Pairs and wider model use [for a more detailed exploration on such differences,

see Raji et al., 2021].

4.4 Conclusion

In this chapter, we presented BLOOM, a 176B-parameter open-access multilingual language model.

We also discussed evaluation results of BLOOM and other large language models, finding it has

competitive performance that improves after multitask finetuning, and can serve as the base for a

variety of applications in multilingual NLP, code generation, and information retrieval. At the time of

release, BLOOM was the only model with zero-shot capabilities for many of its constituent languages.

Such massively multilingual models, where English and other well-resourced corpora drive the bulk of

the learning process and comparatively smaller amounts of data allow the model to generalize to other

languages, are currently the best solution for access to strong pretrained models for communities with

low amounts of linguistic data. For practitioners interested in creating monolingual — or multilingual

with only a few languages, especially if not centered around English — models in languages with

intermediary amounts of data, we dedicate the next two chapters to ways of making the most of the

existing resources in data-constrained settings.
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Chapter 5

Scaling laws under limited data

5.1 Introduction

The consensus in language model scaling laws has evolved quickly since the first large-scale studies

began in Kaplan et al. [2020]. Recent work on compute-optimal language models [Hoffmann et al.,

2022b] shows that many previously trained language models could have attained better performance

for a given compute budget by training a smaller model on more data: their 70-billion parameter

model [Hoffmann et al., 2022b], Chinchilla, outperforms the 280-billion parameter Gopher model [Rae

et al., 2021a] by using a similar budget over four times more data. This is also the case for the previous

chapter’s work: at fixed compute, we know now that training a 57-billion parameter BLOOM over

1.13 trillion tokens would have yielded better performance. For most languages, available data is

orders of magnitude smaller, meaning that LLMs in those languages are already data-constrained.

Villalobos et al. [2022] estimate that even high-quality English language data will be exhausted by the

year 2024 given those scaling laws and the trend of training ever-larger models hold [Villalobos et al.,

2022, nostalgebraist, 2022]. This motivates the question of this chapter: what should we do when we

run out of data?

To address it and help practitioners decide how to allocate compute, we investigate the scaling

of large language models in a data-constrained regime. Multiple epochs are, of course, standard in

machine learning generally; however, most prior large language models have been trained for a single

epoch [Komatsuzaki, 2019, Brown et al., 2020] and some work explicitly advocates against reusing

data [Hernandez et al., 2022]. In order to quantify the impact of data repetition, we run a battery of

over 400 training experiments of varying data and compute constraints and record final test loss. We

use these results to fit a new data-constrained scaling law that generalizes previous work [Hoffmann

et al., 2022b] to the repeated data regime. Figure 5.1 summarizes our main results targeting the value

of repeated data (Return) and optimal allocation of resources (Allocation). We find that, while training

without repetition consistently yields the best validation loss per compute, those differences are

insignificant among models trained for up to 4 epochs and do not lead to differences in downstream

task performance. Additional epochs continue to be beneficial, but returns eventually diminish to zero.

We also find that, in the data-constrained regime, the optimal allocation shifts slightly in favour of

training over more data than the Chinchilla scaling law would predict. These findings suggest we can

continue scaling training compute budgets further ahead in the future than previously anticipated.
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Finally, given the challenges imposed by data constraints, we consider methods complementary to

repeating for improving downstream accuracy without adding new natural language data. Experiments

consider incorporating code tokens and relaxing data filtering. For code, English LLMs, such as

PaLM [Chowdhery et al., 2022] or Gopher [Rae et al., 2021a], are trained on a small amount of code

data alongside natural language data, though no benchmarking was reported to justify that decision.

We investigate training LLMs on a mix of language data and Python data at 10 different mixing rates

and find that mixing in code is able to provide a 2× increase in effective tokens even when evaluating

only natural language tasks. For filtering, we revisit perplexity and deduplication filtering strategies on

both noisy and clean datasets and find that data filtering is primarily effective for noisy datasets.
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FIGURE 5.1: Return and Allocation when repeating data. (Left): Loss of LLMs (4.2B parameters) scaled on
repeated data decays predictably (subsection 5.5.2). (Right): To maximize performance when repeating,
our data-constrained scaling laws and empirical data suggest training smaller models for more epochs in
contrast to what assuming Chinchilla scaling laws [Hoffmann et al., 2022b] hold for repeated data would
predict (subsection 5.5.1).

5.2 Related Work

Large language models Scaling up transformer language models [Vaswani et al., 2017] across parameter

count and training data has been shown to result in continuous performance gains [Chowdhery et al.,

2022]. Starting with the 1.4 billion parameter GPT-2 model [Radford et al., 2019], a variety of scaled-up

language models have been trained, commonly referred to as large language models (LLMs). They

can be grouped into dense models [Brown et al., 2020, Khrushchev et al., 2022, Lieber et al., 2021,

Rae et al., 2021a, Chung et al., 2022, Black et al., 2022, Zhang et al., 2022, Thoppilan et al., 2022, Su

et al., 2022, Taylor et al., 2022, Zeng et al., 2022, Le Scao et al., 2022a, Li et al., 2023a] and sparse

models [Fedus et al., 2022, Zeng et al., 2021, Du et al., 2022, Zoph et al., 2022] depending on whether

each forward pass makes use of all parameters. These models are generally pre-trained to predict

58



5.3. Data-constrained scaling laws

the next token in a sequence, which makes them applicable to various language tasks directly after

pre-training [Brown et al., 2020, Wei et al., 2022, Kojima et al., 2022, Muennighoff, 2022, Srivastava

et al., 2022] by reformulating said NLP tasks as context continuation tasks (see [Trinh and Le, 2018] for

an earlier proposal on this topic). We focus on the most common scenario, where a dense transformer

model is trained to do next-token prediction on a large corpus and evaluated directly after pre-training

using held-out loss or zero- to few-shot prompting.

Scaling laws Prior work has estimated an optimal allocation of compute for the training of LLMs.

Kaplan et al. [2020] suggested a 10× increase in compute should be allocated to a 5.5× increase in

model size and a 1.8× increase in training tokens. This first scaling law has led to the creation of very

large models trained on relatively little data, such as the 530 billion parameter MT-NLG model trained

on 270 billion tokens [Smith et al., 2022]. More recent work [Hoffmann et al., 2022b], however, showed

that model size and training data should rather be scaled in equal proportions. These findings called

for a renewed focus on the scaling of pre-training data rather than scaling model size via complex

parallelization strategies [Shoeybi et al., 2019, Rasley et al., 2020, Bian et al., 2021, Narayanan et al.,

2021]. Up-sampling is often employed when pre-training data is partly limited, such as data from a

high-quality domain like Wikipedia or text in a rare language for training multilingual LLMs [Lin et al.,

2021b, Orlanski et al., 2023]. Hernandez et al. [2022] study up-sampling of data subsets and find that

repeating only 0.1% of training data 100 times significantly degrades performance. In contrast, our

work focuses on repeating the entire pre-training corpus for multiple epochs rather than up-sampling

parts of it.

Alternative data strategies Large pre-training datasets are commonly filtered to remove undesired sam-

ples or reduce noise [Sorscher et al., 2022]. Perplexity-based filtering, whereby a trained model is used

to filter out samples with high perplexity, has been found beneficial to reduce noise in web-crawled

datasets [Wenzek et al., 2020]. Mixing of data is employed for the pre-training data of multilingual

LLMs, where text data from different languages is combined [Conneau et al., 2020, Xue et al., 2020b,

Soltan et al., 2022b, Muennighoff et al., 2022b]. However, both for code and natural language models,

mixing different (programming) languages has been reported to under-perform monolingual mod-

els [Nijkamp et al., 2022, Virtanen et al., 2019]. Some work has investigated mixing code and natural

language data for prediction tasks, such as summarizing code snippets [Iyer et al., 2016] or predicting

function names [Allamanis et al., 2015]. Several pre-training datasets for LLMs include low amounts of

code data [Gao et al., 2020b, Rae et al., 2021a, Le Scao et al., 2022a]. However, these past works generally

do not provide any ablation on the drawbacks of including code or the benefits for natural language

task performance. We perform a detailed benchmarking of mixing Python and natural language in

LLM pre-training at 10 different mixing rates.

5.3 Data-constrained scaling laws

5.3.1 Background

Predicting the scaling behavior of large models is critical when deciding on training resources. Specifi-

cally, two questions are of interest: (Allocation) What is the optimal balance of resources? (Return) What

is the expected value of additional resources? For scaling LLMs, the resource is compute (measured in
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FLOPs), and it can be allocated to training a larger model or training for more steps.1 The metric used

to quantify progress is the model’s loss on held-out data, i.e. the ability to predict the underlying data

as measured in the model’s cross-entropy [Alabdulmohsin et al., 2022, Hoffmann et al., 2022b]. We aim

to minimize the loss (L) subject to a compute resource constraint (C ) via optimal allocation to N and

D as:

argmin
N ,D

L(N ,D) s.t. FLOPs(N ,D) =C (5.1)

Currently, there are established best practices for scaling LLMs. Return follows a power-law:

loss scales as a power-law with the amount of compute used for training [Henighan et al., 2020,

Kaplan et al., 2020, Bahri et al., 2021, Ghorbani et al., 2021, Bansal et al., 2022, Hernandez et al., 2021].

Allocation is balanced: resources are divided roughly equally between scaling of parameters and

data [Hoffmann et al., 2022b]. These scaling laws were established empirically by training LLMs and

carefully extrapolating behavior.

Chinchilla [Hoffmann et al., 2022b] uses three methods for making scaling predictions:

• (Fixed Parameters) Train with a fixed model size but on varying amounts of data.

• (Fixed FLOPs) Train with fixed computation while parameters and training tokens vary.

• (Parametric Fit) Derive and fit a formula for the loss.

For the parametric fit, the loss (L) is a function of parameters (N ) and training tokens (D):

L(N ,D) = A

Nα
+ B

Dβ
+E (5.2)

Where {A,α,B ,β,E } are learned variables fit using the training runs from the first two approaches [Hoff-

mann et al., 2022b]. Using these learned variables, they propose calculating the optimal allocation of

compute (C ) to N and D as follows:

Nopt (C ) =G(C /6)a Dopt (C ) =G−1(C /6)b

where G =
(
αA

βB

) 1
α+β

a = β

α+β b = α

α+β
(5.3)

These methods lead to the conclusion that α ≈ β and hence N and D should be scaled propor-

tionally for compute-optimal training. As loss can be an imperfect proxy for performance on natural

language tasks [Xia et al., 2022, Shin et al., 2022, Tay et al., 2021], they also validate their conclusions on

various downstream tasks.

5.3.2 Objectives

We are interested in scaling behavior in the data-constrained regime. Specifically, given a limited

amount of unique data, what is the best Allocation of and Return for computational resources. Prior

work [Kaplan et al., 2020, Hoffmann et al., 2022b] assumes that the necessary data to support scaling is

1In this chapter, we use [Kaplan et al., 2020]’s approximation for the compute cost: FLOPs(N ,D) ≈ 6N D,

where N denotes the number of model parameters and D denotes the number of tokens processed.
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unlimited. Our aim is therefore to introduce a modified version of Equation 5.2 that accounts for data

constraints and fit the terms in the modified scaling law to data from a large body of experiments.

The primary method we consider is repeating data, i.e. allocating FLOPs to multiple epochs on the

same data. Given a budget of unique data DC , we split the Chinchilla total data term D into two parts:

the number of unique tokens used, UD , and the number of repetitions, RD (i.e. epochs - 1). Given

total training tokens D and data budget DC these terms are simply computed as UD = min{DC ,D} and

RD = (D/UD )−1. When training for a single epoch like done in prior scaling studies, RD = 0. We are

thus interested in minimizing Equation 5.1 with the additional constraint of a data budget DC :

argmin
N ,D

L(N ,D) s.t. FLOPs(N ,D) =C ,UD ≤ DC (5.4)

Symmetrically, for mathematical convenience, we split the parameter term N into two parts:

the base number of parameters needed to optimally fit the unique tokens UN , and the number of

times to “repeat” this initial allocation, RN . We compute UN by first rearranging Equation 5.3 to find

the optimal compute budget for the unique tokens used (UD ). We input this value into the Nopt

formula of Equation 5.3 to get UN = min{Nopt , N }. UN thus corresponds to the compute-optimal

number of parameters for UD or less if N < Nopt . Once we have UN , we compute the repeat value as

RN = (N /UN )−1.

To empirically explore the scaling behavior in a data-limited setting we train LLMs under these

constraints. We consider three different experimental protocols in this chapter:

• (Fixed Unique Data) In subsection 5.5.1 we fix the data constraint DC and train models varying

epochs and parameters. These experiments target Allocation, specifically tradeoff of D or N .

• (Fixed FLOPs) In subsection 5.5.2 we fix the computation available and vary DC (and thus also

UD and UN ). These experiments target Return, i.e. how well does repeating scale compared to

having more unique data.

• (Parametric Fit) We fit a formula introduced in subsection 5.3.3 on all our training runs and

evaluate its predictive capability throughout subsection 5.5.1 and subsection 5.5.2.

Before discussing experimental results, we describe the parametric assumptions.

5.3.3 Adapting scaling theory to constrained data settings

Repeating data

Let N be the number of model parameters, D be the training tokens and U be the "unique" training

tokens i.e. the size of the dataset to train on for one or more epochs. Chinchilla [Hoffmann et al.,

2022b] only deals with non-repeated tokens. D =U and we can start from Equation 5.2:

L(N ,U ) = A

Nα
+ B

Uβ
+E (5.5)

where E represents the irreducible loss. A, B , α and β are learned parameters.

We now want to generalize this expression to multiple epochs where tokens are repeated. We

repeat the data RD times, where RD = 0 corresponds to the base case of a single epoch. We let D ′ be the
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“effective data size”: the number of unique data needed to get the same value as repeating U unique

tokens for RD repeats. Hence, if RD = 0, the effective data is the same as the total data processed.

Intuitively, each time a sample is repeated, it is worth less as the model has already learned some

of its information. Assume that each time a model trains on a token, it learns a 1−δ fraction of the

information in it for some constant 0 ≤ δ≤ 1. (Thus, if δ= 0 repeated tokens are as good as new ones,

and if δ= 1, repeated tokens are worth nothing.) This is an exponential decay assumption, where the

value of a data token processed loses roughly (1−δ) fraction of its value per repetition, where δ is a

learned constant. As we would like to sum up the value of all repetitions, we temporarily assume an

integral number of repeats and express it as a geometric series:

D ′ =U + (1−δ)U + (1−δ)2U +·· ·+ (1−δ)RD U (5.6)

We know that the sum S of a geometric series with a common ratio r is:

S = a(1− r n)

1− r
(5.7)

where a is the first term and n the number of terms in the series. As r = (1−δ) and a = (1−δ)U :

D ′ =U +U
RD∑

k=1
(1−δ)k =U + (1−δ)U (1−(1−δ)RD )

δ (5.8)

Note that Equation 5.8 can also be used with a non-integer number of repetitions. We can directly

use Equation 5.8 as our effective data and learn δ but for convenience and interpretability, we redefine

it in terms of the number of epochs beyond which repeating does not help. Note that as more data is

repeated, the right-hand side tends to (1−δ)U
δ , as limRD→∞(1− (1−δ)RD ) = 1. Let R∗

D = 1−δ
δ , hence D ′

“plateaus” at U +R∗
DU as RD goes to infinity.

If we assume δ to be small, 1−δ tends to one and we can approximate 1/R∗
D = δ

1−δ ≈ δ.

Next, define ex in terms of its Taylor series expansion:

ex = 1+x + x2

2!
+ x3

3!
+·· · ≈ 1+x (5.9)

If x is small later terms become increasingly small, thus ex ≈ 1+ x. As we have assumed δ to be

small, let x =−δ, which yields

(1+x) = (1−δ) ≈ e−δ ≈ e−1/R∗
D (5.10)

Now inserting (1−δ)/δ= R∗
D and (1−δ)RD = e(−1/R∗

D )RD into Equation 5.8 we get our final equation

representing the effective data:

D ′ =U +U ·R∗
D · (1−e−RD /R∗

D ) (5.11)

where U and RD are given while R∗
D is a learned constant. If no repeats are done, the second part

of the sum is zero and the term simplifies to the single-epoch scaling laws from Equation 5.5. While

RD ≪ R∗
D , the second term is approximated as U ·RD and for RD ≫ R∗

D , it plateaus at U ·R∗
D . Hence R∗

D

corresponds to the upper limit of the usefulness of repetition.
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Repeating parameters

Similarly, we consider repeating parameters. Symmetric to seeing the same data, excess parameters

learn the same features and do not add any value in the extreme. For the Chinchilla equation (Equa-

tion 5.5) increasing parameters from 1 billion to 10 billion yields the same absolute decrease in loss

regardless of whether the dataset is a single token or 1 billion tokens. However, intuition suggests

that in the first case, adding parameters should not decrease loss at all, as the additional 9 billion

parameters cannot possibly learn anything from the single token that the first 1 billion parameters

have not already learned. Thus, to allow excess parameters to decay to adding nothing, we also replace

N with a symmetric version of Equation 5.11 yielding our final equation:

L(UN ,UD ,RN ,RD ) = A

(UN +UN R∗
N (1−e

−RN
R∗

N ))α
+ B

(UD +UD R∗
D (1−e

−RD
R∗

D ))β
+E (5.12)

We define UN , as the number of "unique" parameters that provide an optimal fit for UD . Additional

parameters decay with a symmetric version of the expression for repeated data. RN is the number that

the "unique" parameters are repeated i.e. RN = max{(N /UN )−1,0}. If R∗
N =∞, additional parameters

do not decay at all and (UN +UN R∗
N (1− e

−RN
R∗

N )) reduces to N . We compute UN from UD by setting

Dopt =UD and rearranging Equation 5.3 to map from Dopt to Nopt . UN is then min{Nopt , N }. This is

equivalent to the following:

UN = min{((UD ·G)β/α) ·G , N } where G =
(
αA

βB

) 1
α+β

(5.13)

Equation 5.12 is a generalization of Equation 5.5: It provides the same estimates for optimal model

and data size in the single epoch case, but allows for decay in the value of parameters and tokens, thus

generalizing to training for multiple epochs and with excess parameters.

5.4 Experimental Setting
1 EPOCH

2 EPOCHS

3 EPOCHS

4 EPOCHS

5 EPOCHS

6 EPOCHS

7 EPOCHS

FIGURE 5.2: Dataset setup. Training runs
with different epochs reuse subsets of the
same data to ensure different training data
is not a confounding factor.

For all experiments, we train transformer language models

with the GPT-2 architecture and tokenizer [Radford et al.,

2019]. Models have up to 8.7 billion parameters and are

trained for up to 900 billion total tokens. Following [Hoff-

mann et al., 2022b] we use cosine learning rate sched-

ules that decay 10× over the course of training for each

model (different schedules led to different estimates in [Ka-

plan et al., 2020]). Unlike [Kaplan et al., 2020], we do not

use early stopping to also explore the extent of overfitting

when repeating. Other hyperparameters are based on prior

work [Rae et al., 2021a, Hoffmann et al., 2022b]. Models

are trained on subsets of C4 [Raffel et al., 2020]. The data

constraints are carefully defined to ensure maximal overlap

as shown in Figure 5.2. Unlike [Hernandez et al., 2022], we

always repeat the entire available data rather than subsets of it. Data is shuffled after each epoch. As
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FIGURE 5.3: IsoLoss contours for 100million unique tokens. (Left): 93models trainedwith varying parameters
and epochs on a fixed dataset. Contours show an interpolation of results with the same final test loss.
(Right): Comparison with the loss predictions from our proposed scaling laws for the same budget of 100
million unique tokens and the predicted efficient frontier. The diminishing returns from training on repeated
data can be seen in the increase in distance of the contour curves.

repeating data can result in extreme overfitting, we report loss on a held-out test set. This contrasts

training loss used in [Hoffmann et al., 2022b], but should not alter our findings as the held-out data

stems from the same underlying dataset.

5.5 Results

5.5.1 Resource Allocation for Data-Constrained Scaling

Our first experimental setting considers scaling in a setting where all models have the same data

constraint. For these experiments, the unique training data budget DC is fixed at either 100M, 400M

or 1.5B tokens. For each data budget, we train a set of language models with increasing amounts of

compute that is allocated to either more parameters or more epochs on the unique training data.

Figure 5.3 (left) shows the main results for scaling with 100M unique tokens2 For 100M tokens, the

corresponding one-epoch compute-optimal model according to scaling laws from [Hoffmann et al.,

2022b] has UN of approximately 7M parameter. Results show that more than a 50% reduction in loss

can be attained by training for several epochs (RD > 0) and increasing model size beyond what would

be compute optimal for 100M tokens (RN > 0). We find the best loss to be at around 20-60× more

parameters and epochs, which corresponds to spending around 7000× more FLOPs. These results

2Although small, for example, this is the order of magnitude of a realistic data constraint reflecting data

available after filtering the OSCAR dataset [Ortiz Suárez et al., 2019] for Basque, Punjabi, or Slovenian.
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suggest that one-epoch models significantly under-utilize their training data and more signal can be

extracted by repeating data and adding parameters at the cost of sub-optimal compute utilization.
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FIGURE 5.4: Empirical isoLoss curves for 400 million and 1.5 billion unique tokens. 34 models trained on
400 million unique tokens and 37 models trained on 1.5 billion unique tokens with varying parameters and
epochs.

Figure 5.3 (right) shows the predicted contours created by fitting our data-constrained scaling

laws on 182 training runs. In the single-epoch case (RD = 0) with near compute-optimal parameters

(RN = 0) our scaling equation (subsection 5.3.3) reduces to the Chinchilla equation. In this case,

both formulas predict the optimal allocation of compute to parameters and data to be the same,

resulting in overlapping efficient frontiers. As data is repeated for more than a single epoch, our fit

predicts that excess parameters decay faster in value than repeated data (R∗
N < R∗

D ). As a result, the

data-constrained efficient frontier suggests allocating most additional compute to more epochs rather

than more parameters. This contrasts the Chinchilla scaling laws [Hoffmann et al., 2022b], which

suggest equally scaling both. However, note that they do not repeat the entire training data and their

parametric fit explicitly relies on the assumption that models are trained for a single epoch only. Thus,

there is no guarantee that their scaling predictions hold for repeated data.

Figure 5.4 contains additional empirical isoLoss contours for 400 million and 1.5 billion unique

tokens. Results show that like in Figure 5.3 significantly lower loss can be achieved by increasing

parameters and epochs beyond what is compute-optimal at a single epoch. The lowest loss is also

achieved by allocating more extra compute to repeating data rather than to adding parameters.

For all three data budgets, our results suggest that Allocation is optimized by scaling epochs faster

than additional parameters. We confirm this at scale by training the data-constrained compute-optimal

model for 9.3×1021 FLOPs and 25 billion unique tokens as suggested by our efficient frontier. Despite

having 27% less parameters, this model achieves better loss than the model suggested by the Chinchilla

scaling laws (Figure 5.1, right). Similarly, the 120 billion parameter Galactica model trained on repeated
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FIGURE 5.5: Validation Loss for Different Data Constraints (IsoFLOP). Each curve represents the same
number of FLOPs spent on an equal size model. Colors represent different numbers of epochs due to
repeating because of data constraints. Parameters and training tokens are set to match the single-epoch
compute-optimal configurations for the given FLOPs. Models trained on data that is repeated for multiple
epochs have consistently worse loss and diverge if too many epochs are used.
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FIGURE 5.6: Empirical and Extrapolated loss with constrained data. (Left): Loss as a function of repeated
tokens for three different training budgets each with fixed number of parameters. Loss curves predicted by
our data-constrained scaling laws are shifted to exactly match the loss at 100% unique data. Return on FLOPs
decays with repeated data in a regular pattern. (Right): Extrapolating from the proposed data-constrained
scaling law shows that at small numbers epochs are benign, but at large number of epochs loss stops
improving.

data should have been significantly smaller according to data-constrained scaling laws. An additional

benefit of using a smaller model is cheaper inference, though adding parameters can make it easier to

parallelize training across GPUs.

Adding parameters and epochs causes the loss to decrease and eventually increase again, sug-

gesting that too much compute can hurt performance. Results from [Kaplan et al., 2020] also show

that loss can increase when too many parameters are used, even with early stopping. However, we

expect that appropriate regularization (such as simply removing all excess parameters as an extreme

case) could prevent this behavior. Thus, our formula presented in subsection 5.3.3 and its predicted

isoLoss contours in Figure 5.3 do not model the possibility that excess epochs or parameters could

hurt performance.

5.5.2 Resource Return for Data-Constrained Scaling

Next, consider the question of Return on scaling. To quantify this value, we run experiments with three

FLOP budgets across eight respective data budgets to compare return on FLOPs.

Figure 5.5 shows the configurations and validation curves for models trained on the same number

of total tokens. Conforming to intuition and prior work on deduplication [Lee et al., 2022], repeated

data is worth less, thus models trained on less unique data (and, correspondingly, more epochs) have

consistently higher loss. However, the loss difference for a few epochs is negligible. For example,

the N = 8.7 billion parameter model trained for four epochs (DC = 44 billion unique tokens) finishes

training with only 0.5% higher validation loss than the single-epoch model (DC = 178 billion unique

tokens).
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In Figure 5.6 (left), we compare the final test loss of each model to predictions from our parametric

fit. The data-constrained scaling laws can accurately measure the decay in the value of repeated data

as seen by the proximity of empirical results (dots) and parametric fit (lines). We note however that it

significantly underestimates the final test loss of failing models where loss increases midway through

training, such as models trained for 44 epochs (not depicted).

In Figure 5.6 (right), we extrapolate the three budgets by further scaling compute while keeping the

data constraints (DC ) at 55B, 84B, and 178B tokens, respectively. The parameter R∗
D introduced in sub-

section 5.3.3 represents roughly the “half-life” of epochs: specifically the point where repeated tokens

have lost 1
e of their value. Through our fitting in subsection 5.5.3, we found R∗

D ≈ 15, corresponding

to 15 repetitions (or 16 epochs). Graphically, this can be seen by the stark diminishing returns in the

proximity of the 16-epoch marker and the flattening out soon after.

Overall, the Return when repeating data is relatively good. Meaningful gains from repeating data

can be made up to around 16 epochs (R∗
D ) beyond which returns diminish extremely fast.

5.5.3 Parametric Fit

Using a methodology similar to [Hoffmann et al., 2022b], R∗
N and R∗

D can be fit on empirical measure-

ments, which yields data-driven estimates. We use the LBFGS algorithm to find local minima of the

objective above, started on a grid of initialization given by: R∗
N ∈ {0.,4., . . . ,20.} and R∗

D ∈ {0.,4., . . . ,20.}.

We fit on 182 samples with parameters varying from 7 million up to 9 billion and epochs ranging from

1 to 500. We removed runs where performance decreased with extra resources, as our formulas do not

allow for excess parameters or excess epochs to negatively impact performance. We assume excess

parameters or epochs only cause performance to plateau but never to worsen. However, it is difficult

to identify all samples where excess parameters or epochs hurt, as for some data budgets we only train

a single model, thus we do not know if the loss of that model is already in the range where it starts

to increase again. Further, there are samples where loss initially increases and then decreases as a

function of epochs3, which further contributes to noise in the fitting.

Nevertheless, we are able to get a fairly stable fit resulting in R∗
N = 5.309743 and R∗

D = 15.387756.

Since R∗
D > R∗

N , excess parameters decay faster. Hence, the data-constrained efficient frontiers in

Figures 5.1,5.3 suggest scaling compute allocated to epochs faster than to parameters. This value of R∗
D

yields δ≈ 6∗10−2 (0.19 for R∗
N ), which respects the assumption that δ is small. Inserting these learned

parameters and simplifying Equation 5.13 yields the precise formulation we use to predict loss (L)

given unique tokens (UN ), parameter repetitions (RN ) and data repetitions (RD ):

L(UD ,RN ,RD ) = 521

(UN +5.3 ·UN (1−e
−RN

5.3 ))0.35
+ 1488

(UD +15.4 ·UD (1−e
−RD
15.4 ))0.35

+1.87

with UN =UD ·0.051

(5.14)
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FIGURE 5.7: Strategies for data-constrained settings and their downstream performance. (Left): Schematic
showing alternative data use strategies of code filling and filtering. (Right): N = 4.2 billion parameter models
trained for a total of D = 84 billion tokens with varying budgets DC . For repeating and filling with code, five
models with different seeds are trained for each dot and the standard deviation is visualized as the shaded
area.

5.6 Complementary Strategies for Obtaining Additional Data

While repeating data is effective, it has diminishing returns. We therefore consider strategies for scaling

D targeting improved downstream performance as opposed to directly minimizing loss.

Figure 5.7 (left) illustrates the strategies: (a) Code augmentation: We use Python code from The

Stack [Kocetkov et al., 2022] to make up for missing natural language data. The combined dataset

consisting of code and natural language samples is shuffled randomly. (b) Adapting filtering: We

investigate the performance impact of deduplication and perplexity filtering, two common filtering

steps that can severely limit available data. Removing such filtering steps can free up additional

training data.

For these experiments, we set a maximum data budget (DC ) of 84 billion tokens. For repetition and

code filling, only a subset of DC is available and the rest needs to be compensated for via repeating or

adding code. For both filtering methods, we start out with approximately twice the budget (178 billion

tokens), as it is easier to gather noisy data and filter it than it is to gather clean data for training. For

perplexity filtering, we select the top 25% samples with the lowest perplexity according to a language

model trained on Wikipedia. This results in 44 billion tokens that are repeated for close to two epochs

to reach the full data budget. For deduplication filtering, all samples with a 100-char overlap are

removed resulting in 21 billion tokens that are repeated for four epochs during training.

When comparing across data strategies, loss ceases to be a good evaluation metric as the models

are trained on different data distributions. We thus evaluate models on 19 natural language tasks with

zero to five in-context few-shot exemplars [Brown et al., 2020] producing 114 scores per model. As our

evaluation tasks cover different metrics and random baselines, we re-scale all scores to be in the same

range to better reflect performance ranges before averaging. For each dataset, a maximum of 3000

samples are evaluated with 0,1,2,3,4 and 5 few-shots [Brown et al., 2020] to produce six scores which

are then averaged. Prompts are sourced from GPT-3 [Brown et al., 2020] and PromptSource [Bach et al.,

2022b].

3A phenomenon usually referred to as double descent [Nakkiran et al., 2021, Hernandez et al., 2022]
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In Figure 5.7 (right) we compare the downstream performance of all strategies. For repeating data,

differences in downstream performance are insignificant for up to around 4 epochs (25% budget)

and then start dropping, which aligns with our results on test loss in subsection 5.5.2. Filling up to

50% of data with code (42 billion tokens) also shows no deterioration. Beyond that, performance

decreases quickly on natural language tasks. However, adding more code data may benefit non-

natural language tasks, which are not considered in the benchmarking. Two of the tasks benchmarked,

WebNLG [Castro Ferreira et al., 2020, Gehrmann et al., 2021], a generation task, and bAbI [Weston

et al., 2015, Liang et al., 2022b], a reasoning task, see jumps in performance as soon as code is added,

possibly due to code enabling models to learn long-range state-tracking capabilities beneficial for

these tasks.

Of the filtering approaches, we find perplexity-filtering to be effective, while deduplication does not

help. Prior work found deduplication was able to improve perplexity [Lee et al., 2022]; however, it did

not evaluate on downstream tasks. Deduplication may have value not captured in our benchmark, such

as reducing memorization [Kandpal et al., 2022, Hernandez et al., 2022, Carlini et al., 2022, Biderman

et al., 2023]. Overall, in a data-constrained regime, we recommend reserving filtering for noisy datasets

and using both code augmentation and repeating to increase data tokens. For example, first doubling

the available data by adding code and then repeating the new dataset for four epochs results in 8×
more training tokens that are expected to be just as good as having had 8× more unique data from the

start.

5.7 Conclusion

This chapter studies data-constrained scaling, focusing on the optimal use of computational resources

when unique data is limited. We propose an extension to the Chinchilla scaling laws that takes into

account the decay in value of repeated data, and we fit this function using a large set of controlled

experiments. We find that despite recommendations of earlier work, training large language models

for multiple epochs by repeating data is beneficial, with diminishing returns only apparent after over

four epochs. We also consider complementary approaches to continue scaling models, and find that

code gives the ability to scale an additional 2×. We believe that those findings will enable further

scaling of language models to unlock new capabilities with current data, which is especially pressing

in non-English languages. For now, we’ve only considered pretraining; in the next chapter, we will

concern ourselves with data requirements at finetuning time.
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Chapter 6

Large language models and prompting help

with downstream task data requirements

6.1 Introduction

Now that we have spent a few chapters building pretrained models, it is time to use them to actually

solve NLP tasks. For this, the older paradigm was to replace the token classification head of the base

model by an explicit classifier head, then to finetune [Devlin et al., 2018, Howard and Ruder, 2018].

With the progress of pretraining, it has become possible to use them directly as zero-shot predictors

through autoregressive text generation Radford et al. [2019] or completion of a cloze task Trinh and

Le [2018]. The former is generally used in low-resource languages, where pretrained models are not

as strong, or if a single task has to be applied a large number of times and one wishes to use smaller

models. The latter is generally used when there is a large number of different tasks to solve and good

pretrained models are available, or if training data for the task is scarce.

One argument made for the second method is that it allows us to pick custom prompts for each

task [McCann et al., 2018]. While this approach was originally pioneered by zero-shot classifica-

tion [Puri and Catanzaro, 2019] or priming [Brown et al., 2020], prompts have since then also be

used in the first method to provide extra task information to the classifier, especially in the low-data

regime [Schick and Schütze, 2020a,b]. It is natural then to ask how it impacts the sample efficiency

of the model, or more directly, how many data points is a prompt worth? As with many low-data and

pretraining-based problems, this question is complicated by the finetuning setup, training procedure,

and prompts themselves. We attempt to isolate these variables through diverse prompts, multiple runs,

and best practices in low-training data finetuning. We introduce a metric, the average data advantage,

for quantifying the impact of a prompt in practice.

In this chapter, we use this method to unify the two paradigms, with zero-shot classification a

data-less extreme case case of prompt-based finetuning. We find that the impact of task-targeted

prompting can nicely be quantified in terms of direct training data, and that it varies over the nature of

different tasks. On MNLI [Williams et al., 2018], we find that using a prompt contributes approximately

3500 data points. On SuperGLUE, it adds approximately 280 data points on RTE [Dagan et al., 2006]

and up to 750 on BoolQ [Clark et al., 2019]. In low- to medium-data settings, such as rare tasks or

lower-resource languages, this advantage can be a real contribution to training a model.
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6.2 Related Work

Prompting has been used both for zero-shot and finetuning based methods. Zero-shot approaches

attempt to answer a task with a prompt without finetuning through generation [Radford et al., 2019].

GPT3 [Brown et al., 2020] extends this approach to a supervised priming method by taking in training

data as priming at inference time, so it can attend to them while answering. T5 [Raffel et al., 2020] and

other sequence-to-sequence pretrained models use standard word-based finetuning with a marker

prompt to answer classification tasks with strong empirical success. Our setting differs in that we are

interested in using task-based prompts and finetuning, in-between the T5 and GPT2 setting.

Our setting most closely resembles PET [Schick and Schütze, 2020a,b], which claims that task-

specific prompting helps transfer learning, especially in the low-data regime. However, in order to reach

the best possible results on SuperGLUE, PET introduces several other extensions: semi-supervision via

additional pseudo-labeled data, ensembling models trained with several different prompts, and finally

distilling the ensemble into a linear classifier rather than a language model. Our aim is to isolate the

specific contributions of prompting within supervised finetuning.

Finally, recent papers have experimented with discovering prompts through automated processes

tailored to the language model [Jiang et al., 2020, Schick et al., 2020]. We limit ourselves to human-

written prompts, as we are interested into whether prompting itself specifically adds information to

the supervised task. It is an interesting question as to whether automatic prompts can have this same

impact (relative to the training data they require).

6.3 Heads and Prompts

Consider two transfer learning settings for text classification: head-based, where a generic head layer

takes in pretrained representations to predict an output class; prompt-based, where a task-specific

pattern string is designed to coax the model into producing a textual output corresponding to a given

class. Both can be utilized for finetuning with supervised training data, but prompts further allow the

user to customize patterns to help the model.

For the prompt model we follow the notation from PET [Schick and Schütze, 2020a] and decompose

a prompt into a pattern and a verbalizer. The pattern turns the input text into a cloze task, i.e. a

sequence with a masked token or tokens that need to be filled. Let us use as example an excerpt from

SuperGLUE task BoolQ [Clark et al., 2019], in which the model must answer yes-or-no binary questions.

In order to let a language model answer the question in italics, our pattern is in bold [Schick and

Schütze, 2020b]:

"Posthumous marriage – Posthumous marriage (or necrogamy) is a marriage in which

one of the participating members is deceased. It is legal in France and similar forms are

practiced in Sudan and China. Since World War I, France has had hundreds of requests

each year, of which many have been accepted. Based on the previous passage, can u

marry a dead person in france ? <MASK>"

The masked word prediction is mapped to a verbalizer which produces a class. (here "Yes": True.

"No": False1). Several pattern-verbalizer pairs (PVPs) could be used for a single task, differing either

1The correct answer here is, of course, yes. Originated in 1803 as Napoleon rose to power, this practice was
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through the pattern, the verbalizer, or both. Finetuning is done by training the model to produce the

correct verbalization. The loss is the cross-entropy loss between the correct answer and the distribution

of probabilities amongst the tokens in the verbalizer. We re-use pattern choices from Schick and

Schütze [2020b].

6.4 Experimental Setting

We run all experiments with the same pretrained checkpoint, roberta-large (355M parameters) from

RoBERTa [Liu et al., 2019], which we load from the transformers [Wolf et al., 2020] library.2 In line with

previous observations [McCoy et al., 2019, Dodge et al., 2020, Lee et al., 2020], head-based finetuning

performance varies considerably. We follow recommendations of Mosbach et al. [2020] and Zhang et al.

[2020b] to train at a low learning rate (10−5) for a large number of steps (always at least 250, possibly

for over 100 epochs).

We perform our evaluation on SuperGLUE and MNLI [Williams et al., 2018]. These datasets

comprise a variety of tasks, all in English, including entailment (MNLI, RTE [Dagan et al., 2006],

CB [De Marneffe et al., 2019]), multiple choice question answering (BoolQ [Clark et al., 2019], Mul-

tiRC [Khashabi et al., 2018]), and common-sense reasoning (WSC [Levesque et al., 2012], COPA [Roem-

mele et al., 2011], WiC [Pilehvar and Camacho-Collados, 2018]). We do not include ReCoRD [Zhang

et al., 2018] in our comparisons as there is no head model to compare with, since it is already a cloze

task. Data sizes range from 250 data points for CB to 392,702 for MNLI. As test data is not publicly

available for SuperGLUE tasks, we set aside part of training (from 50 for CB, COPA and MultiRC to 500

for BoolQ) to use for development, and evaluate on their original validation sets. For MNLI, we use the

available matched validation and test sets.

We compare models across a scale of available data, starting with 10 data points and increasing

exponentially (as high-data performance tends to saturate) to the full dataset. For example, for MultiRC,

which has 969 data points initially, we start by reserving 50 data points for development. This leaves us

with 919 training points, and we train models with 10, 15, 20, 32, 50, 70, 100, 150, 200, 320, 500, 750, and

919 training points. We run every experiment 4 times in order to reduce variance, for a total of 1892

training runs across all tasks. At every point, we report the best performance that has been achieved

at that amount of data or lower. This means that if the maximum performance over random seeds is

smaller than a maximum previously attained with less data points, we use the previous value. Using

this or the maximum at each data point gives broadly equivalent results; using the mean, however, can

make results vary significantly, as the distribution of outcomes is heavily left-skewed, or even bimodal,

with poor-performance outliers.

6.5 Results

Figure 6.1 shows the main results comparing head- and prompt-based finetuning with the best-

performing pattern on that task. Prompting enjoys a substantial advantage on every task, except for

mainly to the benefit of war widows.
2After experimenting with RoBERTa, AlBERT [Lan et al., 2019] and BERT [Devlin et al., 2018], we found

roberta-large to have the most consistent performance.
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FIGURE 6.1: Prompting vs head (classifier) performance across data scales, up to the full dataset, for seven
SuperGLUE tasks & MNLI. Compares the best prompt and head performance at each level of training data
across 4 runs. Highlighted region shows the accuracy difference of the models. Cross-hatch region highlights
the lowest- and highest- accuracy matched region in the curves. The highlighted area in this region is used
to estimate the data advantage from prompting.

WiC as is reported in previous results [Schick and Schütze, 2020b]. Both approaches improve with

more training data, but prompting remains better by a varying amount. Many tasks in SuperGLUE

have relatively few data points, but we also see an advantage in large datasets like BoolQ and MNLI.

To quantify how many data points the prompt is worth, we first isolate the y-axis band of the lowest-

and highest- accuracy where the two curves match in accuracy.3 The horizontal line at these points

represents the advantage of prompting. We then take the integral in this region, i.e. area between

the linearly-interpolated curves4, divided by the height of the band. The area has the dimension of

a quantity of data points times the metric unit, so dividing by the performance range yields a # of

data points advantage. As low data training is sensitive to noise, in addition to following best training

practices we run several different experiments for each x-point. We use a bootstrapping approach to

estimate confidence over these runs. Specifically, we hold out one of the 4 head runs and 4 prompt

runs (16 combinations total), and compute the standard deviation of those outcomes.

We report these quantities for every task in Table 6.1 as Average advantage. For almost all the tasks,

we see that prompting gives a substantial advantage in terms of data efficiency, adding the equivalent

of hundreds of data points on average.

3We assume asymptotically the two curves would match, but are limited by data.
4In areas where the head model is better, if any, get subtracted from the total.
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Average Advantage (# Training Points)

MNLI BoolQ CB COPA MultiRC* RTE WiC WSC

P vs H 3506±536 752±46 90±2 288±242 384±378 282±34 −424±74 281±137

P vs N 150±252 299±81 78±2 - 74±56 404±68 −354±166 -

N vs H 3355±612 453±90 12±1 - 309±320 −122±62 −70±160 -

TABLE 6.1: Average prompting advantage in number of data points for MNLI & SuperGLUE tasks. P denotes
the prompt model, H the head model. On average across performance levels, an MNLI prompt model yields
the results of an MNLI head model trained with 3500 additional data points. Confidence levels are based on
a multiple random runs (see text). N indicates a null-verbalizer prompting task that replaces the verbalizer
with a non-sensical mapping. *The comparison band of MultiRC is too small as the head baseline fails to
learn beyond majority class; we use the full region for a lower-bound result.

6.6 Analysis

Impact of Pattern vs Verbalizer The intuition of prompts is that they introduce a task description

in natural language, even with few training points. To better understand the zero-shot versus adaptive

nature of prompts, we consider a null verbalizer, a control with a verbalizer that cannot yield semantic

information without training. For every task that requires filling in one word (which excludes the more

free-form COPA and WSC), we replace the verbalizers, for example, "yes", "no", "maybe", "right" or

"wrong", with random first names.

Table 6.1 shows the advantage of the standard prompt over the null verbalizer to estimate this

control. We see that for small data tasks such as CB, the null verbalizer removes much of the benefits

of prompting. However, with more training data, the model seems to adapt the verbalizer while still

gaining the inductive bias benefits of the pattern. Figure 6.2a showcases this dynamic on MNLI. This

result further shows that prompting yields data efficiency even if it is not directly analogous to the

generation process of training.

(A) Comparison of full prompt and null verbalizer advan-
tage on MNLI at lower data scales. (B) BLOOM

FIGURE 6.2: Median performance on MultiRC across runs for three prompts. Differences are inconsistent and
eclipsed by the variance within one prompt’s runs.
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Impact of Different Prompts If the prompt acts as a description of the task, one would expect

different valid descriptions to vary in their benefits. In order to compare the different prompts we used

on each task, we chart the median performance for each of them under different runs. In nearly every

experiment, we find that the confidence intervals of those curves largely overlap, implying that prompt

choice is not a dominant hyperparameter, i.e. the variance across random seeds usually outweighs the

possible benefits of prompt choice. One exception is the low-data regime of BoolQ, where one of the

prompts enjoys a significant few-shot advantage over the others. We plot this curve for all MultiRC in

Figure 6.2b.

Metric sensitivity We treat each metric linearly in calculating advantage; alternatively, we could

re-parameterize the y axis for each task. This choice does not have a consistent effect for or against

prompting. For example, emphasizing gains close to convergence increases prompting advantage on

CB and MNLI but decreases it on COPA or BoolQ.

6.7 Conclusion

In this chapter, we investigated the use of prompts by pretrained models through a systematic study of

the data advantage of prompted finetuning over classifier-based finetuning. Across tasks, prompting

consistently yields a varying improvement throughout the training process, which is equivalent to

between 100 and 3500 extra finetuning data points. Analysis shows that prompting is mostly robust

to pattern choice, and can even learn without an informative verbalizer. This technique allows us

to combine the strengths of both finetuning paradigms, which is especially interesting in languages

that have access to strong pretrained models, but only limited amounts of downstream task data.

With the increased availability of multilingual and lower-resourced monolingual models such as those

described in the previous chapters, this category of languages is bound to expand quickly.
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Looking backward

This thesis was concerned with making large language model training more available in lower-resource

languages. Thanks to their generalization abilities and their ease of use in natural language, LLMs

are both the main paradigm of modern NLP research and an increasingly important industrial and

consumer product in the wider world. However, mostly because of data constraints, the frontier of

their capabilities is only available in English. This motivates our goal of opening up state-of-the-art

research and applications beyond just English, as a key part of democratizing this technology.

The first half of this thesis showcased practical work building large language models in a massively

multilingual setting as part of an international research collaboration. Both chapters are dedicated

to artifacts that were produced in the process. In chapter 3, we present a multilingual text corpus -

referred to as ROOTS - built for language modeling, with clear documentation of the process and tools

used for future projects. Then, as detailed in chapter 4, we developed a large language model called

BLOOM using the ROOTS corpus. This included a detailed account of the training procedure and

evaluation of the model, to develop and disseminate LLM training know-how.

Armed with this experience, our work in the second half aimed at assisting practitioners in lower-

resource settings. In Chapter 5, we extended the current scaling paradigm, which assumes infinite

data, to data-constrained environments, showed that scaling on multiple epochs is still possible with

little loss, and derived simple adjustments to make the most of limited data. In 6, we shifted our focus

from pretraining to downstream tasks, as finetuning is still an important tool when smaller, efficient

models are needed, or when the task is important enough that it will need to be performed several

times with strong performance requirements. We showed that prompts added significant information

to finetuning setups, which is particularly important when downstream task data is scarce.

Looking forward

What is next for language modeling in low-resource languages? One key question is whether they are

better served by inclusion into large massively multilingual models, or by smaller monolingual or

linguistic-area-specific models. It seems likely that reusing some of the already existing English-centric

resources and models will help, but the best way to do so remains to be seen (Finetuning an existing

English LLM? Incorporating large amounts of the target language or languages at pretraining? Training

a massively multilingual model, then distilling into an array of target languages?), and the research and

practitioner communities in those languages, who tend to be strongly in favor of monolingual models,

still need to be convinced that they will be served correctly this way.
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Conclusion

Another goal of our work was to democratize LLM training and research. At the time, we hoped

that the release of a powerful multilingual language model would unlock new applications and re-

search directions for large language models and that documenting our experience would help the

machine learning research community organize new large-scale collaborative projects similar to Big-

Science. Since then, the experience of BLOOM was useful to create even better language models,

such as Mistral-7B [Jiang et al., 2023] or Falcon [Penedo et al., 2023], the open-source finetuning

community has become a force in its own right [Chiang et al., 2023, Zheng et al., 2023], and more

collaborative communities, such as LAION or AYA, have formed to pool resources and talent and create

consensus around large-scale models. In the meantime, proprietary models have also made massive

progress [OpenAI, 2023], setting new objectives and fueling a race dynamic between open-source and

closed-source models which we see as a key ingredient of the progress of the field.

And what is there to look forward to? Our very speculative ideal is to extend the base of knowledge

they can train from as wide as possible, by integrating ever more data in as many modalities as possible,

with a special interest for data that brings together several modalities at the same time: videos with

subtitles and descriptions, songs and their sheet music and lyrics, times series from physical and social

phenomena and the underlying equations... Multilinguality will play a key role in this by multiplying

not only the amount of data but also the different points of view available. The hope, then, is that

scaling and compute trends continue far out into the future and that sufficiently powerful models will

be able to learn all of the latent rules underlying this world of information.
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