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Ryan describes himself as a
genius

Abstract Meaning Representation (AMR)
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RDF Graph

English Text

Knowledge Graphs
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Challenges

Structured input has a different surface form
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Challenges

Structured input has a different surface form

Structured Input is underspecified

Lack of parallel Graph/text data

Decoding into languages with varied morphology and word order
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Outline
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AMR  21 EU Languages⇒
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Outline
Multilingual Models

AMR  21 EU Languages

Pre-trained Multilingual Models

RDF  English, Russian

Parameter Efficient Fine Tuning

RDF  Breton, Welsh, Irish, Maltese

AMR  6 High- and 6 Low-Resource Languages

⇒

⇒

⇒

⇒

6 / 65



AMR AMR  21 EU Languages 21 EU Languages
Fan and Gardent EMNLP 2020Fan and Gardent EMNLP 2020

⇒⇒
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Ryan describes himself as a
genius

Abstract Meaning Representation (AMR)
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AMR  21 Languages→
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The Encoder-Decoder Framewok

Two networks

The encoder produces a continuous representation of the input
The decoder generates a text from this representation
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AMR Encoding
Transformer encoder

Linearise (and simplify) AMRs

Graph structure

Node: token + distance from root + branch

Pretraining (Masked Language Modelling objective)

on 30M silver AMRs
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Linearising
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Encoding Structure
Add branch and sibling embeddings (aka positional embedding for graphs)
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Multilingual Decoding

Crosslingual embeddings (XLM Sentence Piece Model and Vocabulary)

Language Models pretrained on 30M sentences (for each language)
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Leveraging Pretraining

Multilingual decoding

Prefix each training instance with a control token
Trained on multilingual Europarl data
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Training Data

Europarl: 21 Languages

Input AMR: create AMR structure with JAMR parser
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Test Data
Silver AMR: 21 languages, Europarl

Gold AMR: 4 languages
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Comparison: Bilingual vs Multilingual
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Results: Europarl
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Results: Europarl

The multilingual model generally outperforms monolingual models
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Results: Europarl

The multilingual model generally outperforms monolingual models

The difference is stronger on Mid-Resource Languages
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Results: Gold AMR

The difference also holds when generating from gold AMRs
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Comparison: Hybrid vs Multilingual
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Comparison: Hybrid vs Multilingual

Generate: AMR  English

Translate: English  X

→

→
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Comparison: Hybrid vs Multilingual
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Comparison: Hybrid vs Multilingual

The multilingual model outperforms the Gen&Translate pipeline
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Evaluators: colleagues from NLP
mailing lists

50 sentences per language

Half low BLEU
Half high BLEU

Human Evaluation
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Semantic Accuracy:
Does the generated text correctly
paraphrase the reference?

Morphology:
Is the morphology correct? Are
agreement constraints e.g.,
verb/subject, noun/adjective
respected?

Word Order:
Is the word order natural sounding?

Human Evaluation
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Human Evaluation: Semantic Accuracy
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Key Takeaways
Pre-training and Multilingual techniques permits bridging the gap between
English-Centric AMR graphs and target languages with varied syntax and
morphology
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Key Takeaways
Pre-training and Multilingual techniques permits bridging the gap between
English-Centric AMR graphs and target languages with varied syntax and
morphology

Pretrained LMs and AMRs, Crosslingual embeddings, Multilingual training

Multilingual models benefits from increased training data and perform better on
average than bilingual

Multilingual End-to-End models outperform NLG+MT models
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Knowledge Graphs Knowledge Graphs  English, Russian English, Russian
Gardent et al. ACL 2017, Castro-Ferreira et al. INLG 2020Gardent et al. ACL 2017, Castro-Ferreira et al. INLG 2020

⇒⇒
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RDF Graph

The WebNLG Challenge
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RDF Graph

English Text

The WebNLG Challenge
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WebNLG 2017: RDF  English

DBPedia graphs with root entity of various categories.

English texts are crowdsourced

⇒
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WebNLG 2017: RDF  English

10 seen categories:

Astronaut, University, Monument, Building, Comics Character, Food, Airport,
SportsTeam, City and WrittenWork

5 unseen categories:

Athlete, Artist, MeanOfTransportation, CelestialBody, Politician

⇒
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WebNLG 2017: RDF  English
6 participants, 10 systems

Models: 3 rule-based, 1 SMT, 5 neural

⇒
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WebNLG 2017: RDF  English

ALL: 7.07 - 45.13, Seen: 19.87 - 60.54, Unseen: 5.13 - 35.7

Strong differences between models

All models degrades on Unseen Data

⇒
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Natural Language Generation

RDF  English

WebNLG 2020

⇒
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Semantic Parsing
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Russian  RDF
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WebNLG 2020: RDF  English

16 seen categories

Astronaut, University, Monument, Building, Comics Character, Food, Airport,
SportsTeam, City, WrittenWork, Athlete, Artist, CelestialBody,
MeanOfTransportation, Politician, Company

3 unseen categories:

Film, Scientist, and MusicalWork

Unseen entities: graphs from seen categories, but unseen root entity

E.g., Nie Haisheng in category Astronaut

⇒
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WebNLG 2020: Participation

17 teams submitted 48 system runs
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WebNLG 2020: Results
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WebNLG 2020: Results

Results are better for English than for Russian

Pre-training improves results: +16 BLEU points for English w.r.t. 2017
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WebNLG 2023: Low Resource Languages
Data 
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WebNLG 2023: Low Resource Languages
Data 

Participants 
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WebNLG 2023: Low Resource Languages
Data 

Participants 

No training Data
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WebNLG 2023: Pipeline NLG+MT Models
Participants 

RDF  English

T5 or mT5 fine-tuned on English WebNLG data
GPT3-5 in context learning, no fine-tuning

English  LR Language

Machine Translation: NLLB or Google Translate

⇒

⇒
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WebNLG 2023: Results
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WebNLG 2023: Results

Strong degradation overall compared to results on English
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WebNLG 2023: Results

Strong degradation overall compared to results on English

Very poor output for Breton
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End-to-End RDF End-to-End RDF  Celtic Language Celtic Language
Soto-Martinez et al. AACL-IJCNLP 2023Soto-Martinez et al. AACL-IJCNLP 2023

⇒⇒
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Pipeline vs. End-to-End
For Breton, there is no (good) MT system
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Pipeline vs. End-to-End
For Breton, there is no (good) MT system

 NLG+MT pipeline

 Full-fine tuning (BLEU: 0.10)

 Parameter Efficient Fine Tuning (PEFT)

Soft-Prompt (Prefix Tuning)

Structured to capture language
relatedness and various tasks
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Prefix Tuning
All parameters of the pre-trained model are frozen
Only learn the prefix (soft-prompt) parameters

Li and Liang 2021
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https://arxiv.org/pdf/2101.00190.pdf


Phylogenetic Tree

Soft Prompt

The soft-prompt is decomposed into Family, Genus, and Language sub-
prompts.
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Phylogenetic Tree

Soft Prompt

The soft-prompt is decomposed into Family, Genus, and Language sub-
prompts.

Allows LR languages to benefit from the training data of their related
languages (E.g., The sub-prompt for Goidelic is updated each time an Irish or
Gaelic training instance is processed) - Facilitate Transfer

Prevents the mixture of training data to introduce too much noise to the
model. - Reduce Noise
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Training and Testing
Step 1: Self-supervised Training (Language Models)
Trains the Soft Prompt on unsupervised, monolingual tasks 
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Training and Testing
Step 1: Self-supervised Training (Language Models)
Trains the Soft Prompt on unsupervised, monolingual tasks 

Step 2: Fine-Tuning on Dev RDF-to-Text data (RDF-to-Text Models)
Trains the RDF-to-Text Task sub-prompt for each target language

Inference
The Language sub-prompt is set to the target language.
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Results
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Results

Phylogenetic prefix-tuning outperforms full fine-tuning and a SoTA
approach for KG-to-Text generation
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Key Takeaways
Pretraining (2017 vs 2020) improves performance
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Key Takeaways
Pretraining (2017 vs 2020) improves performance

Performance degrades on out of domain data (unseen)

Performance is very poor for Low Resource Languages (2023)

PEFT techniques help improve performance for these languages

BLEU for Breton: 10 (NLG+MT)  18.15 (PEFT E2E Model)→
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AMR Graph AMR Graph --> High- and Low-Resource--> High- and Low-Resource
LanguagesLanguages

Soto-Martinez et al. 2024, In SubmissionSoto-Martinez et al. 2024, In Submission
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Hierarchical Fine-Tuning

Hierarchical Fine-Tuning

Iterative fine-tuning of a multilingual model (12 languages) into 12 monolingual
models

Phylogenetic Knowledge

At each iteration, the training languages are chosen using phylogenetic
knowledge
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LoRA (Low Rank Matrices) Adaptation

A new model is created. No overhead during inference
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Comparison with Baselines

HQL outperforms or is on par with multi- and monolingual approaches.
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Comparison with Baselines

HQL outperforms the Gen&Trans approach for LR Languages
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Comparison with Baselines
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Comparison with Baselines

HQL optimises faster than the 3 baselines.
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Comparison with Baselines

On average, HQL outperforms all 3 baselines.
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Comparison with Previous Work

HQL performs on par with previous work on HRL while using fewer data.
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Cross-Modal, Multilingual Graph/Text similarity metrics are needed to
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Cross-Modal, Multilingual Graph/Text similarity metrics are needed to

filter noisy training data

guide generation

generalise Graph-to-Text Models to other languages and other domains
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Questions ?Questions ?
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