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Lab of Programming Languages and Compilers
Higher-order unification (HOU) is a process of solving symbolic equations with functional variables. Consider the following equation that we want to solve for $M$:

$$
\forall g, a. \quad M \ g \ (\lambda z. \ a) \ ? \ g \ a
$$

A solution to this problem (called a unifier) is the substitution $\theta = [M \mapsto \lambda x. \lambda y. y \ x]$. Indeed, applying $\theta$ to the equation we get $\beta$-equivalent terms on both sides:

$$
\theta (M \ g \ (\lambda z. \ a)) = (\lambda x. \lambda y. y \ x) \ g \ (\lambda z. \ a) \ \equiv_\beta \ (\lambda y. \ g) \ (\lambda z. \ a) \ \equiv_\beta \ (\lambda z. \ a) \ g \ \equiv_\beta \ g \ a = \theta (g \ a)
$$
Abstract syntax with binders

Traditionally, HOU algorithms consider only one binder ($\lambda$), which is commonly justified by appealing to Higher-Order Abstract Syntax (HOAS):

*It is well-known that $\lambda$-abstraction is general enough to represent quantification in formulae, abstraction in functional programs, and many other variable-binding constructs (Pfenning and Elliott 1988). (Nipkow and Prehofer 1998, Section 1)*

HOAS has received some criticism from both programming language implementors and formalisation researchers, who argue that HOAS and its variants have some practical issues (Cockx 2021; Kmett 2015), such as being hard to work under binders, having issues with general recursion (Kmett 2008), and lacking a formal foundation (Fiore and Szamozvancev 2022).
Second-Order Abstract Syntax


\(E\)-unification for SOAS (Kudasov 2023) provides a sound and complete unification procedure for SOAS modulo a set of second-order equations.

\(\beta\eta\)-equivalences of \(\lambda\)-calculus can be presented in SOAS, so \(E\)-unification for SOAS generalises HOU.

However, not all transition rules and bindings commonly used in HOU can be transferred to SOAS, since we do not assume syntax of \(\lambda\)-calculus anymore. In particular, Huet-style bindings (a.k.a. partial bindings):

\[
M \mapsto \lambda \bar{x}_n.x_i (M_1 \bar{x}_n) \ldots (M_1 \bar{x}_n)
\]
Second-order signature

Definition 1 (Fiore and Hur 2010, Section 2)
A second-order signature \( \Sigma = (T, O, |-|) \) is specified by a set of types \( T \), a set of operators\(^1\) \( O \), and an arity\(^2\) function \( |-| : O \rightarrow (T^* \times T)^* \times T \).

For an operator \( F \in O \), we write \( F : (\sigma_1, \tau_1), \ldots, (\sigma_n, \tau_n) \rightarrow \tau \) when \( |F| = ((\sigma_1, \tau_1), \ldots, (\sigma_n, \tau_n), \tau) \). Intuitively, an operator \( F \) takes \( n \) arguments each of which binds \( n_i = |\sigma_i| \) variables of types \( \sigma_i, 1, \ldots, \sigma_i, n_i \) in a term of type \( \tau_i \).

Example 2
For the untyped \( \lambda \)-calculus, signature \( \Sigma = (\{\ast\}, \{\text{abs, app}\}, |-|) \):

\[
\begin{align*}
\text{abs} : \ast \ast &\rightarrow \ast \\
\text{app} : (\ast, \ast) &\rightarrow \ast
\end{align*}
\]

\(^1\)In literature on \( E \)-unification, authors use the term functional symbol instead.
\(^2\)Or, perhaps more suitably, a type signature.
Signature for simply typed $\lambda$-calculus

Example 3
For simply typed $\lambda$-calculus with pairs and let-bindings over a set of base types $B$, signature consists of

1. a set of types $B^{\rightarrow, \times}$;
2. a type-indexed family of operators:

\[
\begin{align*}
\text{abs}^{\sigma,\tau} &: \sigma \cdot \tau \to \sigma \Rightarrow \tau \\
\text{app}^{\sigma,\tau} &: (\sigma \Rightarrow \tau, \sigma) \to \tau \\
\text{pair}^{\sigma,\tau} &: (\sigma, \tau) \to \sigma \times \tau \\
\text{fst}^{\sigma,\tau} &: \sigma \times \tau \to \sigma \\
\text{snd}^{\sigma,\tau} &: \sigma \times \tau \to \tau \\
\text{let}^{\sigma,\tau} &: (\sigma, \sigma \cdot \tau) \to \tau
\end{align*}
\]
In a second-order syntax, we have two types of variables: regular variables and metavariables. Here, metavariables are internalized — they are part of syntax!

**Definition 4 (Fiore and Hur 2010, Section 2)**

A typing context $\Theta \mid \Gamma$ consists of metavariable typings $\Theta$ and variable typings $\Gamma$. Metavariable typings are parametrised types: a metavariable of type $[\sigma_1, \ldots, \sigma_n] \tau$, when parametrised by terms of type $\sigma_1, \ldots, \sigma_n$, will yield a term of type $\tau$.

**Example 5**

Here is a sample context with metavariable $M$ and variables $x, y$:

$$M : [\sigma, \sigma \Rightarrow \tau] \tau \mid x : \sigma \Rightarrow \tau, y : \sigma$$
Definition 6 (Fiore and Hur 2010, Section 2)
A judgement for typed terms in context $\Theta \mid \Gamma \vdash - : \tau$ is defined by the following rules:

\[
\frac{x : \tau \in \Gamma}{\Theta \mid \Gamma \vdash x : \tau} \text{ variables}
\]

\[
\frac{M : [\sigma_1, \ldots, \sigma_n] \tau \in \Theta}{\Theta \mid \Gamma \vdash M[t_1, \ldots, t_n] : \tau} \text{ metavariables}
\]

\[
\frac{F : (\overline{\sigma_1} \tau_1, \ldots, \overline{\sigma_n} \tau_n) \rightarrow \tau}{\Theta \mid \Gamma \vdash F(\overline{t_1}.t_1, \ldots, \overline{t_n}.t_n) : \tau} \text{ operators}
\]
Example 7
The equational presentation of the simply typed $\lambda$-calculus with pairs and let-bindings:

\[
\begin{align*}
M : [\sigma]\tau, N : []\sigma & \quad \vdash \text{app}(\text{abs}(x.M[x]), N[]) \equiv M[N[]] : \tau \quad (\beta_{\lambda}) \\
M : []\sigma, N : []\tau & \quad \vdash \text{fst}(\text{pair}(M[], N[])) \equiv M[] : \sigma \quad (\beta_{\pi_1}) \\
M : []\sigma, N : []\tau & \quad \vdash \text{snd}(\text{pair}(M[], N[])) \equiv N[] : \tau \quad (\beta_{\pi_2}) \\
M : [\sigma]\tau, N : []\sigma & \quad \vdash \text{let}(N, x.M[x]) \equiv M[N[]] : \tau \quad (\beta_{\text{let}})
\end{align*}
\]

\[
\begin{align*}
M : []\sigma \Rightarrow \tau & \quad \vdash \text{abs}(x.\text{app}(M[], x)) \equiv M[] : \sigma \Rightarrow \tau \quad (\eta_{\lambda}) \\
M : []\sigma \times \tau & \quad \vdash \text{pair}(\text{fst}(M[]), \text{snd}(M[])) \equiv M[] : \sigma \times \tau \quad (\eta_{\times}) \\
N : []\sigma & \quad \vdash \text{let}(N[], x.x) \quad (\eta_{\text{let}}) \\
M : [\sigma]\tau, N : []\sigma & \quad \vdash \text{let}(\text{let}(X[], x.Y[x]), y.M[y]) \equiv \text{let}(X[], x.\text{let}(Y[x], y.M[y])) : \tau \quad (\zeta_{\text{let}})
\end{align*}
\]
Definition 8
Given an equational presentation $E$, an $E$-unification problem $\langle \Theta, S \rangle$ is a finite set $S$ of $E$-unification constraints in a shared metavariable context $\Theta$. We can present an $E$-unification problem as a formula of the following form:

$$\exists (M_1 : [\sigma_1] \tau_1, \ldots, M_n : [\sigma_n] \tau_n). (\forall (z_1 : \rho_1). s_1 ? = t_1 : \tau_1) \land \ldots \land (\forall (z_k : \rho_k). s_k ? = t_k : \tau_k)$$

Example 9
An example of $E$-unification problem for simply typed $\lambda$-terms:

$$\exists (M : [\sigma \Rightarrow \tau, (\sigma \Rightarrow \tau) \Rightarrow \tau] \tau).$$

$$\forall (g : \sigma \Rightarrow \tau, y : \sigma).$$

$$M[g, \text{abs}(x.\text{app}(x, y))] ? = \text{app}(g, y) : \tau$$
Definition 10
Given an $E$-unification problem $\langle \Theta, S \rangle$, a metavariable substitution $\xi : \Theta \rightarrow \Xi$ is called an $E$-unifier for $\langle \Theta, S \rangle$ if for all constraints $(\Theta \mid \Gamma \vdash s \equiv t : \tau) \in S$ we have

$$\Xi \mid \Gamma \vdash \xi s \equiv_E \xi t : \tau$$

We write $U_E(S)$ for the set of all $E$-unifiers for $\langle \Theta, S \rangle$.

Example 11
Consider a unification problem $\langle \Theta, S \rangle$ for the simply typed $\lambda$-calculus:

$$\Theta = M : [\sigma \Rightarrow \tau, (\sigma \Rightarrow \tau) \Rightarrow \tau] \tau$$

$$S = \{\Theta \mid g : \sigma \Rightarrow \tau, y : \sigma \vdash M[g, \text{abs}(x.\text{app}(x, y))] \equiv \text{app}(g, y) : \tau\}$$

Substitution $\xi = [M[z_1, z_2] \mapsto \text{app}(z_2, z_1)] : \Theta \rightarrow \cdot$ is an $E$-unifier for $\langle \Theta, S \rangle$. 

11/30
Overall structure is straightforward. Importantly, we aim for completeness, but not efficiency.

1. We classify kinds of partial solutions.
2. We define simple transition rules.
3. We determine when to stop (succeed or fail).
4. The procedure then repeatedly applies rules non-deterministically, until stop.

For the equational part, we took inspiration from the complete sets of transformations for general (first-order) $E$-unification (Gallier and Snyder 1989). For unification of metavariables, we took inspiration primarily from (Jensen and Pietrzykowski 1976).
**JP-style projection for** $M$. If $M : [\sigma_1, \ldots, \sigma_k] \tau$ and $\sigma_i = \tau$ then

$$\zeta = [M[z] \mapsto z_i]$$

is a JP-style projection binding.

**Imitation for** $M$. If $M : [\sigma_1, \ldots, \sigma_k] \tau$, $F : (\alpha_1.\beta_1, \ldots, \alpha_n.\beta_n) \rightarrow \tau$ and

$$M_i : [\sigma_1, \ldots, \sigma_k, \overline{\alpha_i}] \beta_i$$

for all $i$,

$$\zeta = [M[z] \mapsto F(x_1.M_1[z, x_1], \ldots, x_n.M_n[z, x_n])]$$

is an imitation binding.

**Elimination for** $M$. If $M : [\sigma_1, \ldots, \sigma_k] \tau$ and $1 \leq j_1 < j_2 < \ldots < j_{n-1} < j_n \leq k$ such that $E : [\sigma_{j_1}, \ldots, \sigma_{j_n}] \tau$ then

$$\zeta = [M[z] \mapsto E[z_{j_1}, \ldots, z_{j_n}]]$$

is a (parameter) elimination binding.
Identification of $M$ and $N$. If $M : [\sigma_1, \ldots, \sigma_k] \tau$, $N : [\nu_1, \ldots, \nu_l] \tau$,

$I : [\sigma_1, \ldots, \sigma_k, \nu_1, \ldots, \nu_l] \tau$,

$M_i : [\sigma_1, \ldots, \sigma_k] \nu_i$ for all $i \in \{1, \ldots, l\}$, and $N_j : [\nu_1, \ldots, \nu_l] \sigma_j$ for all $j \in \{1, \ldots, k\}$ then

$\zeta = [M[z] \mapsto I[z, M_1[z], \ldots, M_l[z]], \quad N[y] \mapsto I[N_1[y], \ldots, N_k[y], y]]$ is an identification binding

Iteration for $M$. If $M : [\sigma_1, \ldots, \sigma_k] \tau$, $F : (\overline{\alpha_1}.\beta_1, \ldots, \overline{\alpha_n}.\beta_n) \mapsto \gamma$, $H : [\sigma_1, \ldots, \sigma_k, \gamma] \tau$, and $M_i : [\sigma_1, \ldots, \sigma_k, \overline{\alpha_i}] \beta_i$ for all $i$, then

$\zeta = [M[z] \mapsto H[z, F(\overline{x_1}.M_1[z, x_1], \ldots, x_n.M_n[z, x_n])]]$ is an iteration binding
Definition 12 (delete)
If a constraint has the same term on both sides, we can delete it:

\[(\Theta \mid \Gamma \vdash t \equiv t : \tau) \xrightarrow{\text{id}} \emptyset\]
Definition 13 (decompose)
We define two variants of this rule:

1. Let \( F : (\overline{\sigma_1}.\tau_1, \ldots, \overline{\sigma_n}.\tau_n) \rightarrow \tau \), then we can decompose a constraint with \( F \) on both sides into a set of constraints for each pair of (scoped) subterms:

\[
(\Theta \mid \Gamma \vdash \text{id} \circ F(\overline{x}.t) \equiv F(\overline{x}.s) : \tau) \rightarrow \{ \Theta \mid \Gamma \vdash \overline{x}_i : \overline{\sigma}_i \vdash \overline{t} \equiv \overline{s} : \tau_i \}_{i \in \{1, \ldots, n\}}
\]

2. Let \( M : [\sigma_1, \ldots, \sigma_n] \tau \), then we can decompose a constraint with \( M \) on both sides into a set of constraints for each pair of parameters:

\[
(\Theta \mid \Gamma \vdash \text{id} \circ M[\overline{t}] \equiv M[\overline{s}] : \tau) \rightarrow \{ \Theta \mid \Gamma \vdash \overline{t} \equiv \overline{s} : \sigma_i \}_{i \in \{1, \ldots, n\}}
\]
Definition 14 (imitate)
For flex-rigid constraints with a metavariable $M : \overline{\sigma_s} \tau$ and an operator $F : (\overline{\sigma_1} \tau_1, \ldots, \overline{\sigma_n} \tau_n) \rightarrow \tau$ we can **imitate** the rigid side using an imitation binding:

$$(\Theta | \Gamma \vdash M[s] \equiv F(\bar{x}.t) : \tau) \xrightarrow{[M[z_s] \mapsto F(\bar{x}.T[z_s,x])]} \{\Theta | \Gamma \vdash F(\bar{x}.T[z_s,x]) \equiv F(\bar{x}.t) : \tau\}$$

Note that **(imitate)** can be followed up by an application of **(decompose)** rule.
Definition 15 (project)
For constraints with a metavariable \( M : [\bar{\sigma}_s] \tau \) and a term \( u : \tau \) we can produce a JP-style projection binding:

\[
(\Theta \mid \Gamma \vdash M[\bar{s}] \equiv u : \tau) \xrightarrow{[M[\bar{z}] \mapsto z_i]} \{ \Theta \mid \Gamma \vdash s_i \equiv u : \tau \}
\]
Definition 16 (mutate)
For constraints where one of the sides matches an axiom in $E$:

$$\Xi | \cdot |- l \equiv r : \tau$$

We rewrite the corresponding side (here, $\xi$ instantiates the axiom in context $\Theta | \Gamma\forall$).

$$(\Theta | \Gamma\forall |- t \equiv s : \tau) \quad \xrightarrow{id} \quad \{\Theta | \Gamma\forall |- t \equiv \xi l : \tau\} \cup \{\Theta | \Gamma\forall |- \xi r \equiv s : \tau\}$$
Transition Rules (identify)

**Definition 17 (identify)**

When a constraint consists of a pair of distinct metavariables \( M : [\sigma_1, \ldots, \sigma_k] \tau \) and \( N : [\gamma_1, \ldots, \gamma_l] \tau \), we can use an identification binding:

\[
(\Theta \mid \Gamma \vdash M[s] = N[t]) \quad \frac{[M[z] \mapsto I[z, M'[z]], N[y] \mapsto I[N'[y], y]]}{\Theta \mid \Gamma \vdash I[\bar{s}, M'[\bar{s}]] \equiv I[N'[\bar{u}], \bar{u}]} \]

Definition 18 (eliminate)
When a constraint has the same metavariable $M : [\sigma_1, \ldots, \sigma_n] \tau$ on both sides and there is a sequence $(j_k)_{k=1}^n$ such that $s_{j_k} = u_{j_k}$ for all $k \in \{1, \ldots, n\}$, then we can eliminate every other parameter and leave the remaining terms identical:

$$(\Theta \mid \Gamma \vdash M[s] ? = M[t]) \xrightarrow{[M[\bar{s}] \mapsto E[z_1, \ldots, z_n]]} \emptyset$$
Definition 19 (iterate)

When a constraint consists of a pair of (possibly, identical) metavariables

\[ M : [\sigma_1, \ldots, \sigma_k] \tau \text{ and } N : [\gamma_1, \ldots, \gamma_l] \tau \], we can use an iteration binding:

\[
(\Theta \mid \Gamma) \vdash M[\bar{s}] = N[t] \quad \frac{[M[\bar{z}] \mapsto H[\bar{z}, F(\bar{x}.K[\bar{z}, \bar{x}])]]}{\Theta \mid \Gamma) \vdash H[\bar{s}, F(\bar{x}.K[\bar{z}, \bar{x}])] = N[t]} \]
The following example demonstrates the importance of iteration by an arbitrary operator to introduce variables into scope:

**Example 20**

Consider a unification problem for simply-typed $\lambda$-calculus:

$$\exists M : [\sigma \Rightarrow \sigma \Rightarrow \tau](\sigma \Rightarrow \tau)$$

$$\forall f : \sigma \Rightarrow \sigma \Rightarrow \sigma \Rightarrow \sigma \Rightarrow \tau.$$  

$$M[\lambda x.\lambda y.f x y x x] = M[\lambda x.\lambda y.f y y x y] : \sigma \Rightarrow \tau$$

It has the following $E$-unifier: $\zeta = [M[g] \mapsto \lambda z.g z z]$. To construct this unifier from bindings, we start with iteration binding $[M[g] \mapsto [I[g, \lambda z.M_1[g, z]]]]$, introducing the lambda abstraction, which is followed by a projection $[I[g, r] \mapsto r]$, which is followed by another iteration (to introduce application), and so on.
The $E$-unification procedure over an equational presentation $E$ is defined by repeatedly applying the following transitions (non-deterministically) until a stop:

1. If no constraints are left, then stop (succeed).
2. If possible, apply (delete) rule.
3. If possible, apply (mutate) or (decompose) rule (non-det.).
4. If there is a constraint consisting of two non-metavariables and none of the above transitions apply, stop (fail).
5. If there is a constraint $M[\ldots] \not{=} F(\ldots)$, apply (imitate) or (project) rules (non-det.).
6. If there is a constraint $M[\ldots] \not{=} x$, apply (project) rules (non-det.).
7. If possible, apply (identify), (eliminate), or (iterate) rules (non-det.).
8. If none of the rules above are applicable, then stop (fail).
Definition 22

Let \( M : \alpha_1 \Rightarrow \ldots \Rightarrow \alpha_n \Rightarrow \beta \) and for some \( i \), \( \alpha_i = \gamma_1 \Rightarrow \ldots \Rightarrow \gamma_m \Rightarrow \beta \) such that \( n > 0 \) and \( m \geq 0 \). Then a first-order Huet-style projection binding is a substitution

\[
M \mapsto \lambda x.x_i (H_1 \overline{x}) \ldots (H_m \overline{x})
\]

where the metavariables \( \overline{H} \) are fresh and bound variables \( \overline{x} \) are of appropriate types (note that \( i \) in \( x_i \) and \( \alpha_i \) is the same).
1. The type of $i$-th parameter ($\alpha_i = \gamma_1 \Rightarrow \ldots \Rightarrow \gamma_m \Rightarrow \beta$) determines if this parameter can be used to extract the result of type $\beta$.

2. The type of $\mathbf{m}$ specifies the parameters as well as the return type. The usual assumption is that $\beta$ is not itself a function type. We use the parameter types to introduce as many parameters as needed using $\lambda$-abstraction.

3. The structure of the type of $i$-th parameter tells us how to eliminate it using a proper number of arguments to extract a term of type $\beta$.

4. Each argument used in the elimination of $x_i : \alpha_i$ is a fresh metavariable with the same parameters as the original metavariable. The arguments are added using function application (represented by juxtaposition) which is the eliminator for function types.
Huet-style projection (pairs)

Consider the constraint

\[ M \langle \lambda x. y, f \rangle = f y \]

Assuming \( f : \sigma \Rightarrow \tau \) and \( y : \sigma \), the type of the only parameter to \( M \) is \(((\sigma \Rightarrow \tau) \Rightarrow \tau) \times (\sigma \Rightarrow \tau)\). It is clear that we should can extract both components with \( \pi_1 \) or \( \pi_2 \) projections. In particular, a binding that will lead to a unifier for this constraint looks as follows:

\[ M \mapsto \lambda x_1. \pi_1 x_1 (H_1 x_1) \]

We observe the following from this example:

1. The type of a parameter to \( M \) determines whether it can be used to extract the result of appropriate type.
2. The structure of the parameter type tells us how to *eliminate* it. However, unlike the case of function types, we now have two eliminators: \( \pi_1 \) and \( \pi_2 \).
To generalise Huet-style projection bindings to include product types, we define the set of possible formulas on the right hand side recursively over the type of \( i \)-th parameter of the metavariable.

1. \( \text{rhs}_{\overline{x}, \beta}(t, \beta) = \{ t \} \)
2. \( \text{rhs}_{\overline{x}, \beta}(t, \delta) = \emptyset \) when \( \delta \neq \beta \) and \( \delta \) is not a function or product type
3. \( \text{rhs}_{\overline{x}, \beta}(t, \gamma \Rightarrow \delta) = \text{rhs}_{\overline{x}, \beta}(t (H_1 \overline{x}), \delta) \) where \( H_1 : \alpha_1 \Rightarrow \ldots \Rightarrow \alpha_n \Rightarrow \gamma \) is fresh
4. \( \text{rhs}_{\overline{x}, \beta}(t, \delta_1 \times \delta_2) = \text{rhs}_{\overline{x}, \beta}(\pi_1 t, \delta_1) \cup \text{rhs}_{\overline{x}, \beta}(\pi_2 t, \delta_2) \)

The set of possible Huet-style projection bindings for metavariable \( M : \alpha_1 \Rightarrow \ldots \alpha_n \Rightarrow \beta \) at position \( i \) is defined as

\[
\{ [M \mapsto \lambda \overline{x}. s] \mid s \in \text{rhs}_{\overline{x}, \beta}(x_i, \alpha_i) \}
\]
Assume that $M : [\alpha_1, \ldots, \alpha_n] \beta$. Let $x : \alpha_1, \ldots, x_n : \alpha_n$. We define the set of right-hand side formulas $\text{rhs}_{\overline{x}, \beta}$ recursively as follows:

1. $\text{rhs}_{\overline{x}, \beta}(t, \beta) = \{t\}$

2. $\text{rhs}_{\overline{x}, \beta}(t, \delta) = \bigcup_{\langle l, \xi \rangle \in L} \text{rhs}_{\overline{x}, \beta}([y \mapsto t] \xi l, \epsilon)$
   where $L = \{\langle l, \xi \rangle \mid \exists(\Theta \mid \cdot \vdash s : \delta).(\Theta \mid \cdot \vdash [y \mapsto s] l \equiv r : \epsilon) \in E\}$
   and each $l \neq y$ and each $\xi$ instantiates $l$ in the appropriate context by substituting each metavariable with a fresh one

3. $\text{rhs}_{\overline{x}, \beta}(t, \delta) = \emptyset$ otherwise

The set of generalised Huet-style projection bindings for metavariable $M : [\alpha_1, \ldots, \alpha_n] \beta$ at position $i$ is defined as

$$\{[M[\overline{x}] \mapsto s] \mid s \in \text{rhs}_{\overline{x}, \beta}(x_i, \alpha_i)\}$$
Results and Future work

1. An (untyped) version of Huet-style projection has been implemented as a heuristic for (dependent) type inference (Kudasov 2022).
2. A sketch of the typed version of generalised Huet-style bindings.

Unresolved questions and future work:

1. Some efficient HOU algorithms (Vukmirovic, Bentkamp, and Nummelin 2021) rely on Huet-style bindings for flex-rigid constraints, to avoid infinitely branching (iterate) rule. However, $E$-unification for SOAS already avoids that and only applies (iterate) only for flex-flex pairs. Thus, it is unclear how much search space is reduced with Huet-style bindings (although it definitely helps).
2. The version of (iterate) rule for SOAS uses an arbitrary operator but in HOU Huet-style binding is used. Can do the same for SOAS preserving completeness?
3. Completeness proof has to be updated.
Thank you!
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