
Isogeny graphs of abelian varieties over finite fields

Jean Kieffer

v1.0 (December 2024)

Abstract

These are lecture notes from a graduate mini-course given at the University of Luxembourg.
The first part covers mathematical background on abelian varieties over finite fields and iso-
genies between them (Tate’s theorem, Honda-Tate theory, and work of Waterhouse; I briefly
mentioned Dieudonné modules.) The second part is on recent developments in isogeny-based
cryptography, namely on the notion of efficient representations of isogenies (after the SIDH
attacks and work of Robert) and the recently proved equivalence between hard computational
problems in this field (after Wesolowski and Page–Wesolowski.)

Important note. If you notice typos, inconsistencies, or broken English, please let me know. For
updated versions, see https://members.loria.fr/JKieffer/.

Introduction
In recent years, isogeny graphs of abelian varieties over finite fields (and in particular isogeny
graphs of elliptic curves) have attracted a lot of interest due to the development of isogeny-based
cryptography. The whole field relies on a small number of key theorems on isogenies between abelian
varieties over finite fields, such as the following.

Theorem 1 (The Deuring correspondence). Let p be a prime number, and let Bp,∞ be the unique
quaternion algebra over Q ramified at p and ∞.

1. In any isomorphism class of supersingular over Fp, there exists a single minimal supersingular
elliptic curve defined over Fp2 , up to Fp2-isomorphism. Those elliptic curves form a single
isogeny class over Fp2 .

2. The map
E 7→ End(E)

between isomorphism classes of minimal supersingular elliptic curves E/Fp2 and maximal
orders of Bp,∞ up to conjugation, is well-defined. Each maximal order O ⊂ Bp,∞ has either
one or two preimages; it has one preimage E/Fp2 exactly when E arises from the base change
of an elliptic curve over Fp. Otherwise, the preimages E and E′ of O are not defined over Fp,
and E′ is isomorphic to the image of E under the p-power Frobenius map.
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3. Let E/Fp2 be a minimal supersingular elliptic curve, and fix an isomorphism η : O ≃ End(E)
where O is a maximal order of Bp,∞. Then there is a one-to-one correspondence between
left O-ideals in Bp,∞ and isogenies with domain E; to an ideal I corresponds the isogeny ϕI :
E → E′ whose kernel is

ker(ϕI) =
⋂
α∈I

ker η(α),

whose degree is the reduced norm of I. The endomorphism ring of E′, considered as a subring
of O ⊗Q = Bp,∞ via

β 7→ 1

deg(ϕI)
ϕ∨I βϕI ,

is precisely the right order of I. Two ideals I, J are equivalent (i.e. J = Iλ for some λ ∈ B×p,∞)
if and only if ϕI and ϕJ have isomorphic codomains.

Theorem 2 (The CM action). Let A be a simple, ordinary abelian variety of dimension g over
a finite field k. Then F = End0(A) = End(A) ⊗ Q is a CM field of degree 2g, and we can
simultaneously identify the rings End(B), where B runs through the k-isogeny class of A, with
subrings of F in a compatible way. Let R = End(A), and assume further that R is a maximal
order or that A is an elliptic curve. Then the subset of this isogeny class consisting of abelian
varieties B such that End(B) = R is a principal homogeneous space under the class group Cl(R)
of R. Invertible R-ideals act as isogenies whose degree is the norm of R, and this class group action
covers all isogenies between abelian varieties with End(B) = R.

The aim of the first part of these notes is to open those black boxes and present some key
ideas in their proofs, following the approach of Weil, Tate and Waterhouse [Tat66; Wat69] from the
1960’s. We also illustrate the power of this approach through more recent applications on higher-
dimensional isogeny graphs. Contrary to the classical approach of Deuring [Deu41] to Theorem 1,
Tate’s approach requires some knowledge on abelian varieties of higher dimensions and not only
elliptic curves; rather than a red flag, we consider this a motivation to delve into this deep and
beautiful subject.

The second part of the notes is focused on algorithms and cryptographic applications, and
provides an introduction to the recent groundbreaking developments in isogeny-based cryptography
that followed the 2022 attacks on SIDH/SIKE [CD23; MMP+23; Rob23]. We present the notion
of efficient representation of isogenies after work of Robert [Rob24]. Then, we use the historical
example of the Charles–Goren–Lauter hash function [CLG09] to introduce some hard algorithmic
problems in isogeny graphs, and present recent results of Page–Wesolowski [PW24] showing that
these problems are all equivalent under probabilistic polynomial-time reductions.
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1 Mathematical background
Besides the historical papers, the major references for the theory of abelian varieties are Mumford’s
book [Mum70], the unfinished book by Edixhoven, van der Geer, and Moonen [EvdGM12] (Edix-
hoven sadly passed away in 2022), and Milne’s course notes [Mil86a]. Over the complex numbers
specifically, the book [BL04] is also very useful.

1.1 The geometry of abelian varieties
This section collects facts that hold true for abelian varieties over any field (but not only alge-
braically closed fields). Nearly all the results can be found in Mumford’s book on abelian vari-
eties [Mum70]. This material necessary for the rest of the notes, but wasn’t the main focus of the
class, so most proofs are not included. We assume previous exposure to algebraic geometry [Har77],
including the language of schemes in some places, as well as to elliptic curves [Sil09].

We fix a base field k of characteristic p (p = 0 is allowed) and an algebraic closure k of k.

1.1.1 Abelian varieties and subvarieties

Definition 1.1.1. An abelian variety over a field k is a smooth, projective, irreducible variety
over k endowed with a group law. The last point means that A is equipped with a multiplication
morphism m : A×A→ A, an inverse map i : A→ A, and a neutral point e ∈ A(k) (by definition,
this is the same as a morphism e : Spec(k) → A) such that the usual group axioms hold. In other
words, the following diagrams are commutative:

A×A×A A×A

A×A A

(id,m)

(m,id) m

m

A A×A

A×A A

(e,id)

(id,e) id m

m

A×A A×A

A×A A

(id,i)

(i,id) e m

m

where the diagonal map in the last diagram is the compositum A×A −→ Spec(k)
e−→ A.

For any k-algebra R, the set A(R) of R-points of A, i.e. the set of morphisms from Spec(R)
to A over Spec(k), is then equipped with a group structure that is functorial in R. (Conversely, the
existence of such functorial group structures would imply the existence of m, i, and e as above by
Yoneda’s lemma.)

One of the most basic invariants of an abelian variety is its dimension (as an algebraic variety),
almost always denoted by g. An elliptic curve is an abelian variety of dimension 1. We will see in
a moment why this definition is the same as the perhaps more usual ones as Weierstrass equations
[Sil09, §III.1], or smooth curves of genus 1 [Sil09, §III.3].

A fundamental fact is that abelian varieties are commutative groups: the diagram

A×A A×A

A A

switch factors

m m

id

commutes, and A(R) is a commutative group for each k-algebra R. Because the group law is
commutative, we use the symbol + for the map m, − for the map i, and 0A for e.
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Remark 1.1.2. The definition of an abelian variety doesn’t have to include smoothness, as it is
automatic [Mum70, (i) p. 41]. We could also relax the “projective” hypothesis and write “complete”
instead, but it is a fact that all abelian varieties are projective [Mum70, p. 62]. However we can’t
write off that word altogether: GLn (for instance) is a group variety over k which is affine, not
projective, and is not an abelian variety. (It is also not commutative for n > 1.)

Given an abelian variety, one can look at its subvarieties. Some of them are also subgroups:

Definition 1.1.3. An abelian subvariety B of A is a subvariety in the usual sense which, when
endowed with the induced group law from A, becomes an abelian variety. In particular, B is
irreducible and contains 0A.

An abelian variety A over k is called simple if its only abelian subvarieties over k are {0A}
and A itself. It is called absolutely simple if it is simple when considered as an abelian variety over
an algebraic closure k of k. In particular, A is then simple.

Elliptic curves are all absolutely simple for dimension reasons.
If A and B are abelian varieties of any dimension, then A×B is an abelian variety as well: as

we will see, taking products is one of the main reasons why the general setting of abelian varieties
is often more powerful than that of elliptic curves alone. However A×B won’t be simple unless A
or B has dimension zero. For an example of a simple abelian variety that is not absolutely simple,
one can consider the Weil restriction of an elliptic curve over k′, if k′/k is a finite extension.

1.1.2 Morphisms, endomorphisms, subgroups, and isogenies

Definition 1.1.4. A morphism ϕ : A → B between abelian varieties is a morphism of k-varieties
respecting the group laws, i.e. satisfying ϕ(0A) = 0B and ϕ(x + y) = ϕ(x) + ϕ(y) for all points
x, y on A valued in any k-algebra R. (This could also be rephrased as a commutative diagram of
morphisms.)

Because abelian varieties are commutative groups, Hom(A,B) is always an abelian group, in
other words a Z-module, whose neutral element is the zero map A→ B.

Definition 1.1.5. The endomorphism ring of A is End(A) = Hom(A,A) endowed with the ring
structure given by addition and composition.

The ring End(A) is not commutative in general. We stress that throughout these notes, we only
consider morphisms and endomorphisms that are defined over the chosen base field k.

Definition 1.1.6. An isogeny ϕ : A→ B between two abelian varieties is a morphism such that

1. A and B have the same dimension;

2. ker(ϕ) is a finite subgroup (scheme) of A;

3. ϕ is surjective, i.e. the image of ϕ as a variety is the whole of B.

Actually, any two of these properties imply the third one [Mil86a, Prop. 8.1].
If ϕ : A → B is an isogeny, then the pullback map via ϕ realizes the function field k(B) as a

subfield of k(A), and the field extension k(A)/k(B) is finite. The degree of this extension is called
the degree of ϕ, denoted by deg(ϕ).
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If A and B are elliptic curves, then any nonzero morphism ϕ : A → B is an isogeny: indeed
the image of ϕ is connected and not {0B}, so it has dimension 1, so it is equal to B, and thus (1)
and (3) hold. This is a particular case of the following more general situation.

Proposition 1.1.7. Let ϕ : A→ B be a nonzero morphism between simple abelian varieties over k.
Then dimA = dimB and ϕ is an isogeny.

Proof. The connected component of 0A inside ker(ϕ) and the image of ϕ are abelian subvarieties
of A and B respectively. Because ϕ ̸= 0 and A,B are assumed to be simple, the former subvariety
must be {0A}, and the latter B itself. Thus (2) and (3) in Definition 1.1.6 hold.

An important example of endomorphisms of A are the multiplications by n, where n ∈ Z. They
are denoted by [n]A and are defined as follows:

• If n ≥ 0, then [n]A(x) = x+ · · ·+ x (n times);

• If n < 0, then [n]A(x) = [−n]A(−x).

The kernel of [n]A is called the n-torsion subgroup (scheme) of A, and is denoted by A[n]. The set
of points of this subgroup scheme over k is denoted, as usual, by A[n](k).

Proposition 1.1.8 ([Mum70, Prop. p. 64]). Let A be an abelian variety of dimension g over k.

1. For any nonzero n ∈ Z, the endomorphism [n]A is an isogeny of degree n2g.

2. If n is not divisible by p, then A[n](k) ≃ (Z/nZ)2g as an abstract group.

Proposition 1.1.9. For every abelian varieties A,B, the group Hom(A,B) is torsion-free.

Proof. Let ϕ : A → B be a morphism and let n ≥ 1 such that nϕ = 0. Then ϕ ◦ [n]A = 0.
However [n]A is surjective by Proposition 1.1.8, so ϕ is identically zero.

As a consequence, the multiplication maps [n]A for n ∈ Z always form a copy of Z inside the
endomorphism ring End(A).

For n = p in positive characteristic, item (2) in Proposition 1.1.8 fails: as an abstract group,
A[p](k) is isomorphic to (Z/pZ)r where r is an integer between 0 and g called the p-rank of A
[Mum70, p. 147]. The situation becomes clearer if we think about finite group schemes. For every
n ̸= 0, the n-torsion subgroup A[n] is a finite subgroup scheme of A of degree n2g. If n is not
divisible by p, then A[n] is étale, so A[n](k) is a group of size n2g; on the other hand, A[p] is not
étale, and looking at its k-points of A[p] only reveals its étale part.

More generally, for any isogeny ϕ : A → B, the kernel of ϕ is a subgroup scheme of A of
rank deg(ϕ). If deg(ϕ) is coprime to p, then ϕ is separable, i.e. #ker(ϕ)(k) = deg(ϕ). These facts
are part of a general correspondence between finite subgroups of A and isogenies with domain A.
We first phrase the result away from the characteristic using groups of k-points, then the more
general result using the language of group schemes.

Proposition 1.1.10. Let A be an abelian variety over k, and assume that k is a perfect field of
characteristic p. Then the map ϕ 7→ ker(ϕ)(k) realizes a one-to-one correspondence between

• Isogenies with ϕ : A → B (where B is another abelian variety over k) such that p ∤ deg(ϕ),
up to postcomposition by an isomorphism B ≃ B′, and
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• Finite subgroups K ⊂ A(k) such that p ∤ #K and that are globally invariant under the absolute
Galois group Gk = Gal(k/k).

The inverse map sends K to the natural quotient map A→ A/K, of degree #K.

This proposition is roughly [Mum70, Thm. 4 p. 72], even though Mumford works over an alge-
braically closed field there. Proposition 1.1.10 more generally holds for separable isogenies, even if
their degree is a multiple of p.

Proposition 1.1.11 ([Mum70, Cor. 1 p. 118]). Let A be an abelian variety over a field k of char-
acteristic p. Then the map ϕ 7→ ker(ϕ) realizes a one-to-one correspondence between:

• Isogenies ϕ : A→ B (where B is another abelian variety over k) up to postcomposition by an
isomorphism B ≃ B′, and

• Finite subgroup schemes K of A defined over k.

The inverse map sends K to the natural quotient map A → A/K whose degree is the rank of k,
i.e. the dimension of the coordinate ring of K as a k-algebra.

Considering all isogenies as quotient maps by certain subgroups is a powerful point of view. For
instance, it has the following results as an immediate consequence:

Proposition 1.1.12 (Isogeny factorization). Let ϕ : A → B and ψ : A → C be two isogenies,
and assume that ψ is identically zero on ker(ϕ), in other words ker(ϕ) ⊂ ker(ψ) as group schemes.
Then there exists an isogeny ψ′ : B → C such that ψ = ψ′ ◦ ϕ.

Proof. Since ϕ is the natural quotient map A → A/ ker(ϕ), it is universal among morphisms van-
ishing on ker(ϕ), hence the existence of ψ′.

For every finite subgroup scheme K of A, there exists an integer n ≥ 1 such that K ⊂ A[n] (for
instance, one can take n to be the rank of K). As a consequence, we have:

Proposition 1.1.13 (Isogenies are almost invertible). Let ϕ : A → B be an isogeny. Then there
exists an integer n ≥ 1 and an isogeny ψ : B → A such that ψ ◦ ϕ = [n]A and ϕ ◦ ψ = [n]B.

Proof. Let n ≥ 1 such that ker(ϕ) ⊂ A[n]. By Proposition 1.1.12, there exists an isogeny ψ : B → A
such that ψ ◦ ϕ = [n]A. Then ϕ(ψ(ϕ(x))) = ϕ(nx) = [n]B(ϕ(x)) for every point x on A. Since ϕ is
surjective as a rational map, we must have ϕ ◦ ψ = [n]B as well.

In particular, being isogenous is an equivalence relation on abelian varieties defined over k. The
isogeny class of an abelian variety A is, by definition, the set of isomorphism classes of abelian
varieties B/k that are isogenous to A.

The proofs of Propositions 1.1.12 and 1.1.13 given above rely on Proposition 1.1.11 and use the
language of group schemes, but one could equally write down versions using only groups of k-points
and Proposition 1.1.10 provided that we only consider separable isogenies, for instance isogenies
whose degree is not divisible by the characteristic of k.
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1.1.3 Duals, polarizations, and pairings

Constructing the dual of any abelian variety A is an important step in the theory, as it allows
us to understand how line bundles on A behave. In particular, ample line bundles giving rise to
projective embeddings of A can be used to construct polarizations, which are isogenies between A
and its dual. The necessary emphasis on polarizations is one of the main differences between elliptic
curves and higher-dimensional abelian varieties: as we will see, all elliptic curves carry a canonical
principal polarization, so we can essentially forget about it.

For a general review of line bundles on smooth projective varieties, the notion of ample and very
ample line bundles, their links with projective embeddings, and the definition of the Picard groups
Pic(X) and Pic0(X), we refer to [Har77, §II.5-6]. In words, Pic(X) is the group of (isomorphism
classes of) line bundles on A (which correspond to divisors up to linear equivalence), and Pic0(X)
is the subgroup of line bundles that are algebraically equivalent to the trivial line bundle, i.e. the
connected component of the trivial line bundle in Pic(X).

Theorem 1.1.14. Let A be an abelian variety over k.

1. Pic0(A) has a natural structure of an abelian variety defined over k, called the dual of A and
denoted by A∨, of the same dimension as A.

2. For any line bundle L on A, the map

ϕL : A → A∨

x 7→ t∗xL ⊗ L−1,

where tx : y 7→ x+ y denotes the translation by x on A, is a morphism between A and A∨.

3. There exists a canonical line bundle P on A × A∨, the Poincaré bundle, with the property
that (id, ϕL)∗P is algebraically equivalent to L⊗2 for every L ∈ Pic(A).

4. If L is ample, then ϕL : A→ A∨ is an isogeny whose degree is a perfect square.

References for the proof. 1. [Mum70, Thm. p. 125].

2. The fact that ϕL is a morphism of groups is the theorem of the square [Mum70, Cor. 5 p. 131].

3. The existence of P is provided by [Mum70, Thm. p. 125], while the second statement appears
in the proof of [Mum70, Thm. 2 p. 188].

4. If L is ample, then ϕL is an isogeny by [Mum70, Thm. 1 p. 77]. The degree of ϕL is the square
of the Euler characteristic of L by the Riemann–Roch theorem [Mum70, p. 150].

Definition 1.1.15. A polarization on an abelian variety A is an isogeny λ : A → A∨ such that
(id, λ)∗P is an ample line bundle on A. An equivalent definition would be: an isogeny λ : A→ A∨

is a polarization if and only if there exists a finite field extension k′/k and an ample line bundle L
on A defined over k′ such that λ = ϕL.

The dual of A∨ is canonically isomorphic to A again [Mum70, Cor. p. 132]. If f : A→ B is any
morphism, then the pullback of line bundles via f yields the dual morphism f∨ : B∨ → A∨; it is
an isogeny if and only if f is an isogeny, and in that case has the same degree [Mum70, Thm. 1
p. 143]. We even have the stronger property that ker(f∨) is the dual of ker(f) as a group scheme.

If we consider an ample line bundle L on A, then besides the fact that ϕL is a polarization, a
key fact is that L⊗3 is always very ample.
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Theorem 1.1.16 (Lefschetz’s theorem). Let L be an ample line bundle on an abelian variety A of
dimension g, and let d ≥ 1 be the integer such that deg ϕL = d2. Then for every integer n ≥ 3, the
line bundle L⊗n is very ample, and realizes A as a subvariety of PN where N = ngd− 1, of degree
g!ngd.

Proof. Mumford proves that L⊗3 is very ample [Mum70, p. 163], and the same proof should work
for higher n. The dimension of the space of sections of L⊗n is χ(Ln) = ngχ(L) = ngd by the
Riemann–Roch theorem [Mum70, p. 150]. If D is the divisor corresponding to L⊗n, the g-fold
self-intersection number of D is the degree of the image variety, and is g!χ(L⊗n) by the same
Riemann–Roch theorem.

Another important element on abelian varieties, closely related to ample line bundles and polar-
izations, is the existence of Weil pairings on certain torsion subgroups. For each n ∈ Z, the dual of
[n]A is [n]A∨ [Mum70, (iii) p. 75], so torsion subgroups of the dual abelian variety A∨ are the duals
of torsion subgroups of A. In other words, for any n ≥ 1, there exists a canonical isomorphism

A∨[n] ≃ Hom(A[n],Gm)

(where Hom is taken in the category of k-group schemes). In other words, there exists a canonical
nondegenerate pairing

en : A[n]×A∨[n] → µn

where µn denotes the k-group schemes of nth roots of unity. This pairing is constructed as follows,
at least when n is prime to the characteristic p of k. Let L be a point of A∨[n](k), i.e. a line bundle
on A such that L⊗n is linearly equivalent to the trivial bundle. Then the pullback line bundle [n]∗AL
is also trivial. If D is a divisor corresponding to L Let f and g be functions on A with divisors nD
and [n]−1A D respectively. Then for some constant α ∈ k×, we have f(nx) = αg(x)n for all x ∈ A.
Let now u ∈ A[n](k). Then the map x 7→ g(x)/g(x+ u) is valued in the nth roots of unity, so must
be constant on A; we declare its value to be en(u,L) [Mum70, Lemma p. 184].

Proposition 1.1.17. Assume that A is endowed with a polarization λ : A → A∨, and let n ≥ 1
prime to p. Then the pairing on A[n]×A[n] given by the formula (x, x′) 7→ en(x, λ(x

′)) is alternating.
If n is prime to the degree of λ, then this pairing is also nondegenerate.

Proof. The fact that this pairing is alternating is [Mum70, Thm. 1 p. 186]. If n is prime to the
degree of λ, then λ : A[n] → A∨[n] is bijective; because en is nondegenerate, the pairing en(·, λ(·))
is also nondegenerate.

By an abuse of notation, we also denote the pairing in Proposition 1.1.17 by en, even though it
depends on the choice of polarization on A. It is called the Weil pairing.

The main interest of these pairings is that they allow us to understand when isogenies are
compatible with polarizations. Starting from an abelian variety A endowed with a polarization of
some degree d, one can we make isogenies A → B such that B also carries a natural polarization
of degree d by taking quotients by maximal isotropic torsion subgroups for the Weil pairing we
just constructed. Recall that if R is any ring and V is an R-module endowed with an R-linear
alternating form e, then a submodule W of V is called isotropic if e vanishes identically on W ×W .
Further, W is called maximal isotropic in V if it is isotropic and the only isotropic submodule of V
contaning W is W itself.
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Proposition 1.1.18. Let A be an abelian variety over k equipped with a polarization λ : A → A∨

of degree d, and let n ≥ 1 be coprime to d andp. Let K ⊂ A[n](k) be a maximal isotropic subgroup
for the Weil pairing, AND Let ϕ : A → B = A/K be the quotient isogeny. Then there exists a
unique polarization λ′ on B = A/K such that ϕ∨ ◦ λ′ ◦ ϕ = nλ.

If λ = ϕL and λ′ = ϕL′ , then the last equality amonts to saying that L⊗n and ϕ∗L′ are
algebraically equivalent: see [Mum70, Proofs of Thm. 1 p. 143 and Cor. 2 p. 178]. Of course, the
quotient isogeny A→ A/K is k-rational if and only if the subgroup K itself is defined over k.

Remark 1.1.19. There exists a converse to Proposition 1.1.18, at least in the case where λ and λ′
are principal polarizations: any isogeny ϕ : A → B between principally polarized abelian varieties
arises as a quotient by some maximal isotropic subgroup. However, the kernel doesn’t have to be
maximal isotropic in a torsion subgroup A[n] for some n. In fact, the composition α = λ−1◦ϕ∨◦λ′◦ϕ
defines an endomorphism of A, and the α-torsion subgroup A[α] carries a nondegenerate alternating
pairing for which ker(ϕ) ⊂ A[α] is maximal isotropic [Mum70, (3) p. 190 and p. 231–233].

1.1.4 Examples: elliptic curves and Jacobians

An important family of abelian varieties (often the most explicitly accessible ones) arises as the
Jacobians of algebraic curves: if C is a smooth, projective, irreducible curve C of genus g over a
field k, the Picard group Pic0(C) is an abelian variety of dimension g, called the Jacobian Jac(C)
of C [Mil86b, Thm. 1.1].

Example 1.1.20 (The canonical principal polarization on elliptic curves). Let E be an elliptic
curve as in [Sil09, §III.3], i.e. a curve as above with g = 1 and equipped with a marked point 0E .
Let us investigate the structure of Pic0(E). Line bundles on E up to isomorphism are in one-to-one
correspondence with divisors on E up to linear equivalence [Har77, §II.6]. Recall that divisors on E
are formal linear combinations of points of the form

D =
∑
P∈E

nP (P )

where nP ∈ Z and nP = 0 for almost all P , and that two divisors are called linearly equivalent
if their difference is the divisor of a rational function (the formal sum of its zeroes counted with
multiplicities, minus the formal sum of its poles.) The degree of such a D is by definition the sum
of the coefficients nP ; divisors of functions have degree zero, so linearly equivalent divisors have the
same degree.

It’s easy to see that Pic0(E), the set of line bundles algebraically equivalent to zero, corresponds
to the set of divisors of degree zero on E: indeed, such a divisor can be algebraically transformed
into the zero divisor by moving all the points P in the support to some fixed point P0 (for instance
P0 = 0E .) On the other hand, divisors algebraically equivalent to zero have degree zero because
the degree is valued in the discrete set Z.

By the Riemann–Roch theorem [Sil09, §III.3, Prop. 3.4], every degree zero divisor on E is
linearly equivalent to (−P )− (0E) for a unique point P on E. The map

λ : E 7→ Pic0(E)
P 7→ the line bundle corresponding to (0E)− (P )
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is therefore a (canonical) isomorphism. In particular, E is isomorphic to its own Jacobian, and
admits a group law (obtained by transporting the group law on Pic0(E) under the isomorphism)
with neutral element 0E .

On the other hand, the degree one divisor (0E) gives rise to an ample line L bundle on E, and
one can check that λ = ϕL [Con, Ex. 2.5]. Therefore, λ is a principal polarization, and elliptic
curves are canonically isomorphic to their own Jacobians and their own duals.

One can show directly using Riemann–Roch (instead of Lefschetz’s theorem 1.1.16) that the
divisor 3(0E) on E defines a very ample line bundle. One can choose sections x, y, z of this line
bundle such that (x : y : z) : E → P2 is an isomorphism between E and a Weierstrass equation, the
point 0E being sent to the point at infinity. (In Lefschetz’s theorem, we have g = 1, d = 1, n = 3,
so elliptic curves are indeed embedded by 3(0E) as cubics in P2.) This provides the link with the
definition in [Sil09, §III.1].

Finally, using λ as the principal polarization, one can check that the Weil pairing defined in §1.1.3
is the usual Weil pairing on the n-torsion points defined in [Sil09, §III.8].

Example 1.1.21 (The canonical principal polarization on Jacobians). More generally, let C be a
smooth curve of genus g ≥ 1 over k. For simplicity, assume that C admits a k-point P0. Then the
map

η0 : C → Jac(C) = Pic0(C)
Q 7→ the line bundle corresponding to (P0)− (Q)

is an isomorphism between C and its image in Jac(C) [Mil86b, Prop. 2.3]. One can use η0 to make
a map

ζ : Sym(g−1)(C) → Jac(C)
(Q1, . . . , Qg−1) 7→ η0(Q1) + · · ·+ η0(Qg−1).

Here Sym(g−1)(C), the g−1st symmetric power of C, is a smooth projective variety [Mil86b, Prop. 3.1
and 3.2] and is birational to its image under ζ inside Jac(C) [Mil86b, Thm. 5.1]. This image defines
a divisor called the theta divisor ; up to algebraic equivalence, the theta divisor is independent of
the choice of P0.

It turns out that the line bundle L corresponding to the theta divisor is ample on Jac(C), and
that the associated map ϕL defines a principal polarization [Mil86b, Thm. 6.6]. Thus, Jacobians
of curves admit a canonical principal polarization, generalizing Example 1.1.20. This polarization
is independent of the choice of base point P0, so exists as a k-rational map by descent theory even
when C doesn’t have rational points.

An important fact is that in dimension g ≤ 3, almost all principally polarized abelian varieties
are Jacobians.

Theorem 1.1.22 ([OU73]). Let k be any field, and let A/k be a principally polarized abelian variety
over k of dimension g ≤ 3. Then either A is a Jacobian, i.e. there exists a smooth, projective,
genus g curve C such that Jac(C) ≃ A as a p.p.a.v. (perhaps defined over a finite extension of k),
or A is a product of lower-dimensional p.p.a.v.’s endowed with the product polarization.

Note that smooth curves of genus 2 are always hyperelliptic, while curves of genus 3 are either
hyperelliptic or plane quartic curves. The two possibilities in Theorem 1.1.22 are mutually exclusive:

Proposition 1.1.23. Let C be a smooth, projective genus g curve over any field k. Then its
Jacobian is indecomposable as a p.p.a.v., in other words it is not isomorphic to a product of positive-
dimensional p.p.a.v.’s endowed with the product polarization.
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Proof. On a Jacobian, the divisor associated to the polarization as constructed in Example 1.1.21
is irreducible. This would not be the case if Jac(C) was a product of two p.p.a.v.’s, but I’m not
sure how that argument exactly works. See for instance [Bea13, Rem. 3.10].

1.1.5 Endomorphism algebras

As a rule of thumb, when studying an abelian variety A, it is desirable to know its endomorphism
ring. A first step to determine End(A) is to understand its endomorphism algebra, the Q-algebra
one obtains from the endomorphism rings by inverting the multiplication-by-n isogenies.

Definition 1.1.24. Let A be an abelian variety. The endomorphism algebra of A is End0(A) =
End(A)⊗Z Q.

The algebra End0(A) contains End(A) as a subring by Proposition 1.1.9. A major feature of
endomorphism algebras is that they are isomorphic for isogenous abelian varieties:

Proposition 1.1.25. Let ϕ : A→ B be an isogeny, and choose an integer n ≥ 1 and an isogeny ψ :
B → A such that ψ ◦ ϕ = [n]A and ϕ ◦ ψ = [n]B as in Proposition 1.1.13. Then the map

η : End0(B) → End0(A)
α 7→ 1

nψ ◦ α ◦ ϕ

is independent of the choices of ψ and n and is an isomorphism of Q-algebras.

Proof. Let (ψ′, n′) be another choice; we can assume that n ≥ 1 has been chosen minimal such
that ker(ϕ) ⊂ A[n] by Proposition 1.1.12. We have ker(ϕ) ⊂ A[n′] and A[n′] ∩A[n] = A[n ∧ n′], so
ker(ϕ) ⊂ A[n ∧ n′]. Because n is minimal, this shows n divides n′. Then ψ′ = (n′/n)ψ, so (ψ, n)
and (ψ′, n′) yield the same η. The map η is obviously a morphism of rings, and its inverse is
β 7→ 1

nϕ ◦ β ◦ ψ, so it is an isomorphism.

Proposition 1.1.26. Let A be a simple abelian variety over k. Then End0(A) is a division Q-
algebra, meaning that any nonzero element has an inverse. In particular the center of End0(A) is
a field of characteristic zero.

Proof. By Proposition 1.1.7, any nonzero endomorphism ϕ of A is an isogeny. By Proposition 1.1.13,
there exists n ≥ 1 and an endomorphism ψ : A → A such that ψ ◦ ϕ = ϕ ◦ ψ = [n]A; then ψ/n is
the desired inverse of ϕ.

Later on, we will prove that End0(A) is always a finite-dimensional Q-algebra; in particular, its
center is a number field if A is simple.

When A is non-simple, we can still describe End0(A) in terms of division Q-algebras.

Theorem 1.1.27 (Poincaré reducibility; [Mum70, Cor. 1 p. 174]). Let A be an abelian variety
over k. Then there exist simple non-isogenous abelian varieties A1, . . . , Ar over k and integers
n1, . . . , nr ≥ 1 such that A is isogenous to An1

1 × · · · × Anr
n . This decomposition is unique up to

replacing each Ai by an isogenous abelian variety and permuting them. We have

End0(A) ≃
r∏
i=1

Matni×ni
(Di)

where Di = End0(Ai) is a division Q-algebra for each i.
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In particular, we see that End0(A) is division if and only if A is simple.

Example 1.1.28. Let E1, E2 be isogenous elliptic curves over k, and assume End0(E1) = Q. Then
the endomorphism algebra of E1 ×E2 is Mat2×2(Q), but the endomorphism ring of E1 ×E2 is the
full Mat2×2(Z) only when E1 and E2 are actually isomorphic.

On the endomorphism ring End(A) of an abelian variety A, one can consider the degree map,
which is well-defined once we declare the degree of α to be zero if α is not an isogeny, and valued
in Z≥0. It turns out that the degree map behaves like a homogeneous polynomial form degree 2g
where g = dimA [Mum70, Thm. 2 p. 174]. For instance, it is multiplicative, and we have deg(nα) =
n2g deg(α) for all α ∈ End(A) and n ∈ Z. Using homogeneity, we can extend the degree map deg
to the whole algebra End0(A), with values in Q.

Theorem 1.1.29 ([Mum70, Thm. 4 p. 180]). Let α ∈ End(A). Then there exists a unique monic
polynomial Pα ∈ Z[X] of degree 2g such that Pα(n) = deg([n]A −α) for every n ∈ Z. We also have
Pα(α) = 0, in particular Pα = X2g if and only if α = 0.

We call Pα the characteristic polynomial of α; the trace Tr(α) of α is defined as the usual
coefficient of Pα, i.e.

Pα = X2g − Tr(α)X2g−1 + · · ·+ deg(α)X0.

The proof of Theorem 1.1.29 actually uses Tate modules as introduced in the next section.

1.2 Tate’s isogeny theorem
As a motivation for this subsection, consider two abelian varieties A,B of respective dimen-
sions g, g′ ≥ 1 over the field k = C. Then there exist full rank, discrete Z-lattices Λ ⊂ Cg
and Λ′ ⊂ Cg′ such that A ≃ Cg/Λ and B ≃ Cg′/Λ′ [Mum70, (2) p. 2]. It is then very easy to
describe what Hom(A,B) is: as in [BL04, Prop. 1.2.1], we have

Hom(A,B) = {α ∈ Matg′×g(C) : αΛ ⊂ Λ′}.

By writing down how such a matrix α acts on Z-bases of Λ and Λ′, we can realize Hom(A,B) as a
sub-Z-module of Mat2g′×2g(Z). In particular, Hom(A,B) is a free Z-module of finite rank r ≤ 4gg′.

The aim of this section is to derive similar conclusions from Hom modules between abelian
varieties over any fields. It turns out that the Tate modules, constructed from torsion subgroups
of the abelian varieties, are suitable replacements for the period lattices over C. Over finite fields
in particular, Tate’s isogeny theorem (Theorem 1.2.11 below) asserts the existence of a bijection
between Hom(A,B)⊗Zℓ, for all primes ℓ away from the characteristic, and Hom-sets between Tate
modules.

If k has positive characteristic p, an analogue of this theory at ℓ = p exists and involves the
Dieudonné modules attached to p-power torsion subgroups of the abelian varieties (seen as group
schemes.) Even though Dieudonné modules are important for the theory, we will only briefly
mention this more technical topic.

1.2.1 Tate modules

If A is an abelian variety of dimension g over C with period lattice Λ ⊂ Cg, and if ℓ is a prime,
then we naturally have

A[ℓ] ≃ ( 1ℓΛ)/Λ, A[ℓ2] ≃ ( 1ℓ
2
Λ)/Λ, etc.
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Consequently, we have a commutative diagram

· · · A[ℓ3] A[ℓ2] A[ℓ] {0A}

· · · Λ/ℓ3Λ Λ/ℓ2Λ Λ/ℓΛ {0}

[ℓ]A [ℓ]A

×ℓ3

[ℓ]A

×ℓ2

[ℓ]A

×ℓ

id id id

Consequently, Λ⊗Zℓ, which is the inverse limit of the quotients Λ/ℓnΛ as n→ ∞, is isomorphic to
the inverse limit of the ℓn-torsion subgroups of A under the multiplication-by-ℓ maps. The crucial
observation is that the latter inverse limit makes sense even outside of characteristic zero.

Definition 1.2.1. Let A be an abelian variety over any field k, and let ℓ be a prime distinct from
the characteristic of k. The ℓth Tate module of A is

Tℓ(A) = lim←−
n→∞

A[ℓn]

where the inverse limit is taken with respect to the multiplication-by-ℓ maps A[ℓn+1] → A[ℓn].
(Here, and in the rest of these notes, we allow ourselves to write A[n] instead of A[n](k) when n is
prime to the characteristic: the group scheme A[n] is étale so can be identified with the group of
its k-points.)

Since each torsion subgroup A[ℓn] is a (Z/ℓnZ)-module, and those module structures are com-
patible under the multiplication-by-ℓ maps, the Tate module Tℓ(A) is naturally a Zℓ-module.

Since each torsion subgroup A[ℓn] carries an (Z/ℓnZ)-linear action of the absolute Galois group
Gk = Gal(k/k), the Tate module Tℓ(A) also carries a natural Zℓ-linear action of Gk.

Proposition 1.2.2. The Tate module Tℓ(A) is a free Zℓ-module of rank 2g. In other words Tℓ(A)
is (noncanonically) isomorphic to Z2g

ℓ as a Zℓ-module.

Proof. By Proposition 1.1.8, each torsion subgroup A[ℓn] is isomorphic to (Z/ℓnZ)2g.

Recall that Zℓ can be endowed with a natural topology, the ℓ-adic topology, in which the sets
{ℓnZℓ}n≥0 form a basis of neighborhoods of zero (both open and closed) and for which Zℓ is a
topological abelian group. Via an isomorphism Tℓ(A) ≃ Z2g

ℓ , the Tate module Tℓ(A) also inherits
an ℓ-adic topology (which is independent of the chosen isomorphism.)

Sometimes it is useful to consider Tℓ(A) as a lattice in a certain vector space. Recall that
Qℓ = Zℓ[1/ℓ] is a field, called the field of ℓ-adic numbers; the ℓ-adic valuation on Q×ℓ is valued in Z.

Definition 1.2.3. For each prime ℓ as above, we define Vℓ(A) = Tℓ(A)⊗Zℓ
Qℓ. It is a 2g-dimensional

Qℓ-vector space and is also endowed with the ℓ-adic topology.

The Tate modules of an abelian variety A are constructed from ℓ-power torsion subgroups
of A, and conversely one can describe the torsion subgroups of A (hence isogenies with domain A,
thanks to Proposition 1.1.10) in terms of its Tate modules. For every n ≥ 0, we have a canonical
isomorphism

Tℓ(A)/ℓ
nTℓ(A) ≃ A[ℓn]

If we view Tℓ(A) as a lattice inside the Qℓ-vector space Vℓ(A), we can also write

Tℓ(A)/ℓ
nTℓ(A) ≃ ℓ−nTℓ(A)/Tℓ(A)
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via multiplication by ℓn. If we write

A[ℓ∞] =
⋃
n≥0

A[ℓn],

noting that Vℓ(A) is the reunion of all lattices ℓ−nTℓ(A) for n ≥ 0, we obtain a bijection

Vℓ(A)/Tℓ(A) ≃ A[ℓ∞].

For a finite subgroup K ⊂ A[ℓ∞], we denote by Λ(K) ⊂ Vℓ(A) its preimage under the above
isomorphism. Then we immediately have:

Proposition 1.2.4. The association K 7→ Λ(K) realizes a one-to-one correspondence between
finite subgroups of A of ℓ-power order and lattices in Vℓ(A) containing Tℓ(A). The subgroup K is
canonically isomorphic to Λ(K)/Tℓ(A) via the above isomorphism Vℓ(A)/Tℓ(A) ≃ A[ℓ∞].

If k is perfect, then k-rational subgroups of A correspond under the bijection of Proposition 1.2.4
to overlattices of Tℓ(A) that are stable under Gk.

1.2.2 Morphisms between Tate modules

Consider now a morphism ϕ ∈ Hom(A,B) between two abelian varieties over k, and a prime ℓ
distinct from p. For each n ≥ 0, ϕ induces a map from A[ℓn] to B[ℓn] that is (Z/ℓnZ)-linear and
Galois-equivariant (because ϕ is defined over k by assumption.) Therefore, ϕ induces a Zℓ-linear
and Gk-equivariant map from Tℓ(A) to Tℓ(B), denoted by Tℓ(ϕ). We have thus constructed a
morphism of Z-modules

Tℓ : Hom(A,B) → HomGk
(Tℓ(A), Tℓ(B)).

After tensoring with Qℓ, we can also consider Tℓ(ϕ) as a map from Vℓ(A) to Vℓ(B). In that case,
we denote it as Vℓ(ϕ) to disambiguate.

Using the previous correspondence between lattices in Vℓ(A) and subgroups of ℓ-power order,
we can recover the ℓ-primary part of ker(ϕ) from Tℓ(ϕ):

Proposition 1.2.5. Let ϕ : A → B be any isogeny. Then Tℓ(ϕ) : Tℓ(A) → Tℓ(B) is injective with
finite cokernel, and Vℓ(ϕ) : Vℓ(A) → Vℓ(B) is a bijection. Under the correspondence of Proposi-
tion 1.2.4, ker(ϕ)∩A[ℓ∞] corresponds to the sublattice Vℓ(ϕ)−1(Tℓ(B)) of Tℓ(A). Via the map Vℓ(ϕ),
we also have an isomorphism

ker(ϕ) ∩A[ℓ∞] ≃ Vℓ(ϕ)
−1(Tℓ(B))/Tℓ(A) ≃ Tℓ(B)/Vℓ(ϕ)(Tℓ(A)).

Proof. Left to the reader (chase through the definitions.)

We now analyze more closely this map Tℓ. We first prove:

Lemma 1.2.6. The map Tℓ : Hom(A,B) → HomGk
(Tℓ(A), Tℓ(B)) is injective. In particular

Hom(A,B) is a torsion-free abelian group.

Proof. Let ϕ : A → B be a morphism such that Tℓ(ϕ) = 0. This means that ker(ϕ), seen as a
subvariety of A, contains the torsion subgroups A[ℓn] for every n ≥ 0. Let B be the connected
component of ker(ϕ) containing 0A; it is an abelian subvariety of A, and ker(ϕ) consists of finitely
many translates of B in A. If dimB < dimA, then #ker(ϕ)[ℓn](k) ≪ ℓ2n(g−1) as n → ∞,
contradicting A[ℓn] ⊂ ker(ϕ). Therefore B = A.
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In fact, one can prove a stronger result than Lemma 1.2.6. Since the codomain of Tℓ is a
Zℓ-module, we can also consider the following map that we also call Tℓ by an abuse of notation

Tℓ : Hom(A,B)⊗Z Zℓ → HomGk
(Tℓ(A), Tℓ(B)).

Proposition 1.2.7. The map Tℓ : Hom(A,B)⊗Z Zℓ → HomGk
(Tℓ(A), Tℓ(B)) is injective.

Proof. We follow [Mum70, Proof of Thm. 3 p. 176] (with a small modification: we don’t use Poincaré
reducibility.) It is enough to prove the result when A = B. Indeed, we have for any two abelian
varieties A,B:

End(A×B) = End(A)⊕Hom(A,B)⊕Hom(B,A)⊕ End(B).

If Tℓ is injective on End(A × B) ⊗ Zℓ, it has to be in particular injective on Hom(A,B) ⊗ Zℓ.
Taking A = B allows us to take advantage of the fact that End(A) has a ring structure, and that
endomorphisms of A have characteristic polynomials (Theorem 1.1.29).

Let now M be a finitely generated subgroup of End(A). We can consider QM as a finite-
dimensional Q-vector space in the (possibly infinite-dimensional) Q-algebra End0(A). We claim
that QM ∩ End(A) is also a finitely generated Z-module. Let g be the dimension of A, and
let P : End0(A) → Q2g be the map which to an endomorphism α ∈ End0(A) associates the
2g non-leading coefficients of its characteristic polynomial Pα. The restriction of P to QM is
continuous for the usual (real) topologies on QM and Q2g. Let I be the open interval (−1, 1), and
let U = P−1(I2g). It is an open neighborhood of zero in QM . On the hand, the characteristic
polynomial of an endomorphism α has integral coefficients, and is X2g if and only if α = 0, so
U ∩ End(A) = {0}. Thus QM ∩ End(A) is a discrete subgroup of QM , which implies our claim
that it is finitely generated as a Z-module (the only discrete subgroups of QM are lattices.)

Finally, we prove that Tℓ : End(A) ⊗ Zℓ → End(Tℓ(A)) is injective. It is enough to prove that
Tℓ : M ⊗ Zℓ → End(Tℓ(A)) is injective for every finitely generated Z-module M ⊂ End(A); by the
previous claim, we may also assume that M = QM ∩ End(A) inside End0(A). Let (f1, . . . , fr) be
a Z-basis of M . Let λ1, . . . , λr ∈ Zℓ such that Tℓ(

∑
λifi) = 0. Fix n ≥ 0. We will show that the

ℓ-adic numbers λi are zero modulo ℓn; this is enough to conclude as n is arbitrary. Let b1, . . . , br
be honest integers congruent to λ1, . . . , λr modulo ℓn. Then f =

∑
bifi is an element of End(A)

which acts like Tℓ(
∑
λifi) on A[ℓn], in other words A[ℓn] ⊂ ker(f). By Proposition 1.1.12, there

exists f ′ ∈ End(A) such that f = ℓnf ′. We have f ′ ∈ End(A) ∩ QM = M , so one can also write
f ′ as a Z-linear combination of f1, . . . , fr, say f ′ =

∑
cifi. We then have bi = ℓnci for every i, so

λi = 0 mod ℓn for every i.

Corollary 1.2.8. For any two abelian varieties A,B over k, Hom(A,B) is a free abelian group of
finite rank r ≤ 4 dim(A) dim(B).

Proof. Fixing Zℓ-bases of Tℓ(A) and Tℓ(B) identifies Hom(Tℓ(A), Tℓ(B)) with the matrix space
Mat2 dimB,2 dimA(Zℓ), which is a free Zℓ-module of rank 4 dim(A) dim(B). By Proposition 1.2.7,
the map Tℓ : Hom(A,B) ⊗ Zℓ → Hom(Tℓ(A), Tℓ(B)) is injective, so Hom(A,B) ⊗ Zℓ has finite
rank r ≤ 4 dim(A) dim(B) as a Zℓ-module.

Corollary 1.2.9. For any simple abelian variety A over k, the endomorphism algebra End0(A)
is a finite-dimensional division Q-algebra. In particular, its center Z(End0(A)) is a number field,
and End0(A) is a central division (hence simple) algebra over this number field.
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For any abelian variety A over k, End0(A) is a semisimple Q-algebra, and Z(End0(A)) is a prod-
uct of number fields. For every α ∈ Z(End0(A)) and every prime ℓ distinct from the characteristic
of k, the endomorphism Vℓ(α) of Vℓ(A) is semisimple, i.e. diagonalizable over Qℓ.

Proof. Everything but the very last statement on the semisimplicity of Vℓ(α) is a direct consequence
of Proposition 1.1.26, the Poincaré reducibility theorem 1.1.27, and Corollary 1.2.8. For the last
statement, we know that Z(End0(A)) is a product of number fields, so α has to be annihilated by
some polynomial without multiple roots, and so is Vℓ(α).

1.2.3 Characteristic polynomials and polarizations

The following theorem is fundamental to understand how endomorphisms may act on distinct Tate
modules.

Theorem 1.2.10. Let A be an abelian variety over any field k, and let ℓ be a prime distinct
from the characteristic of k. For any α ∈ End(A), the characteristic polynomial of Tℓ(A), which
is well-defined as a monic polynomial in Zℓ[X] of degree 2g, is precisely the polynomial Pα from
Theorem 1.1.29. In particular, it has integer coefficients and is independent of ℓ; the trace and
degree of α are its trace and determinant as an endomorphism of Tℓ(A).

(This result is used in the proof of Theorem 1.1.29 to make sure that Pα has integral coefficients
and Pα(α) = 0. The reader can check that these properties, are not used in the following proof.)

Proof. For every isogeny α ∈ End(A), the largest power of ℓ dividing deg(α) is precisely #(ker(α)∩
A[ℓ∞]). By Proposition 1.2.5, this is also the cardinality of Coker(Tℓ(β) : Tℓ(A) → Tℓ(A)), which
is also the largest power of ℓ dividing detTℓ(β). If |·|ℓ denotes the ℓ-adic valuation, the equality
|deg(α)|ℓ = |detTℓ(α)|ℓ (possibly ∞) remains true for all endomorphisms, not only isogenies.

Let x1, . . . , x2g be the roots of Pα in Q; we view them as elements in Qℓ after choosing an
arbitrary embedding Q ↪→ Qℓ. Let y1, . . . , y2g ∈ Qℓ be the eigenvalues of Vℓ(α). Then for every
nonzero polynomial F ∈ Z[X] with roots λ1, . . . , λr and leading coefficient c, we have∣∣∣∣ 2g∏

i=1

F (xi)

∣∣∣∣
ℓ

=

∣∣∣∣c2g 2g∏
i=1

r∏
j=1

(xi − λj)

∣∣∣∣
ℓ

=

∣∣∣∣c2g r∏
j=1

Pα(λj)

∣∣∣∣
ℓ

=

∣∣∣∣deg(c r∏
j=1

(λj − α)
)∣∣∣∣
ℓ

= |degF (α)|ℓ
= |detTℓ(F (α))|ℓ∣∣∣∣ 2g∏

i=1

F (xi)

∣∣∣∣
ℓ

=
∣∣∣ 2g∏
i=1

F (yi)
∣∣∣
ℓ
.

In the third line, we consider deg as a polynomial map End0(A)⊗QK → K2g where K is a splitting
field of F ; this extended degree map is still multiplicative. The last equality comes from the fact
that the eigenvalues of Tℓ(F (α)) = F (Tℓ(α)) over Qℓ are F (y1), . . . , F (y2g).
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By continuity, the equality on the last line remains true if F ∈ Zℓ[X] or F ∈ Qℓ[X]. One can
then show (by carefully choosing the polynomials F ) that the collections x1, . . . , x2g and y1, . . . , y2g
have to be the same up to permutations: see [Mil86a, Lemma 12.10].

For later use, we note also that when A is equipped with a polarization λ, the Tate module
Tℓ(A) is equipped with an alternating pairing

eℓ : Tℓ(A)× Tℓ(A) → Zℓ(1) = lim←−
n→∞

µℓn(k)

which reduces to the Weil pairing eℓn on the ℓn-torsion subgroups for every n ≥ 0. The determinant
of this pairing is always nonzero (thus eℓ is nondegenerate on Vℓ(A)×Vℓ(A) always), and is invertible
when ℓ is coprime to the degree of λ.

1.2.4 Tate’s isogeny theorem

If k is finite, the following very important strengthening of Proposition 1.2.7 holds.

Theorem 1.2.11. Let A and B be abelian varieties over a finite field k, and let Gk = Gal(k/k).
Let ℓ be any prime distinct from the characteristic of k. Then the map

Tℓ : Hom(A,B)⊗ Zℓ → HomGk
(Tℓ(A), Tℓ(B))

is a bijection.

This theorem will let us understand morphisms, endomorphisms and isogenies between abelian
varieties only in terms of their action on Tate modules, i.e. in terms of linear algebra data.

Before proving Theorem 1.2.11, we describe what HomGk
(Tℓ(A), Tℓ(B)) is in a more hands-on

way. A key point here is that when k is a finite field, the Galois group Gk is generated (as a profinite
group) by the Frobenius map x 7→ xq, where q is the cardinality of k.

Definition 1.2.12. Let A be an abelian variety over k. The Frobenius endomorphism πA ∈ End(A)
is the endomorphism obtained by raising the coordinates of points of A to their qth power (in any
projective embedding of A). We denote the characteristic polynomial of πA by fA.

Almost by definition, we then have the following result.

Proposition 1.2.13. Let A/k be an abelian variety as above, and let ℓ be a prime distinct from
the characteristic of k. The action of the Frobenius endomorphism, seen as an element of Gk, on
Tℓ(A) is precisely given by Tℓ(πA).

Corollary 1.2.14. Let A,B be two abelian varieties over k of dimensions g, g′ respectively, and
let ℓ be a prime as above. Choose arbitrary bases of Tℓ(A) and Tℓ(B) as Zℓ-modules; this identifies
morphisms between Tate modules with matrices over Zℓ. Then we have

HomGk
(Tℓ(A), Tℓ(B)) = {m ∈ Mat2g′×2g(Zℓ) : Tℓ(πB)m = mTℓ(πA)} .

We can go further and exactly compute the rank of Hom(A,B) in terms of the characteristic
polynomials of Frobenius on A and B.
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Definition 1.2.15. Let f1 and f2 ∈ Z[X] be two monic polynomials. Factor them into distinct
irreducibles as

f1 =

r∏
i=1

mai
i , f2 =

r∏
i=1

mbi
i .

where ai, bi ≥ 0. Then we define

r(f1, f2) =

r∑
i=1

aibi deg(mi).

Corollary 1.2.16. In the setting of Corollary 1.2.14, we have

rankZℓ
HomGk

(Tℓ(A), Tℓ(B)) = r(fA, fB).

Proof. By Corollary 1.2.14, this rank is also the dimension over Qℓ of the vector space

{m ∈ Mat2g′×2g(Qℓ) : Tℓ(πB)m = mTℓ(πA)} .

We can compute this dimension after extending the base field Qℓ; after making such an extension, we
can assume that πA and πB act as diagonal matrices by Corollary 1.2.9 whose diagonal coefficients
are specified by the factorizations of fA and fB . Then, a straightforward computation (left to the
reader) is enough to conclude.

We now turn to the proof of Tate’s isogeny theorem. Given that injectivity holds over any
field by Proposition 1.2.7, we only have to prove surjectivity. We will see shortly that treating the
case A = B is enough. Roughly, the proof idea to produce elements in End(A) ⊗ Zℓ is to use the
information provided on the Tate module to construct many isogenies from A of ℓ-power degree.
Because we work over a finite field, the number of possible codomains for this isogenies will be
finite, so we get infinitely many isogenies of ℓ-power degree A→ B, where B is some fixed abelian
variety. In this way, we get infinitely many cycles producing endomorphisms of A.

In Tate’s original proof (the one we choose to follow in these notes), the finiteness argument is
provided by the following theorem.

Theorem 1.2.17. Let k be a finite field. Then, for every g, d ≥ 1, the number of isomorphism
classes of pairs (A, λ), where A is an abelian variety of dimension g over k and λ is a polarization
on A of degree d defined over k, is finite.

Proof. By Lefschetz’s theorem (Theorem 1.1.16), any such (A, λ) gives rise to a subvariety of PN
for some fixed N of some fixed degree, that is well-defined up to the action of the automorphism
group of PN (i.e. up to changing coordinates by some matrix in PGLN (k)); conversely, two pairs
(A, λ) whose images in PN are isomorphic must be themselves isomorphic.

Next, we use the fact that subvarieties of some fixed degree in PN of some fixed degree are
parametrized by a Chow variety over k, which is a smooth projective variety of finite type [Har92,
Thm. 21.2]. This Chow variety therefore has finitely many k-points, so the number of isomorphism
classes of pairs (A, λ) is finite.

Remark 1.2.18. It is true that for every g ≥ 1, the number of abelian varieties of dimension g
over k up to isomorphism is finite, regardless of polarizations. One can prove this result using
Zarhin’s trick: for every abelian variety A, the abelian variety A4 × (A∨)4 admits a principal
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polarization [EvdGM12, Thm. 11.29]. Using this stronger finiteness result somewhat simplifies the
proof of Tate’s isogeny theorem 1.2.11 [EvdGM12, §16.3], as one doesn’t have to worry anymore
about polarizations. Nevertheless, the initial proof we will follow isn’t much more complicated. The
notes [Lic11] are also a useful reference.

Remark 1.2.19. Theorem 1.2.11 is also true when k is a number field: this is one of the key results
in Faltings’ landmark paper [Fal83]. Faltings’ proof also relies on a finiteness statement. However
Theorem 1.2.17 would not be true if k is a number field; what is true is that the k-isogeny class of
any fixed A/k is finite, because it consists of abelian varieties over k with bounded Faltings height.

In order to use Theorem 1.2.17, we equip A with some polarization of degree d (as A is projec-
tive), and we wish to construct infinitely many isogenies from A of ℓ-power degree whose kernels
are maximal isotropic in certain torsion subgroups: by Proposition 1.1.18, this will be enough to
guarantee that the codomain carries a polarization of the same degree as A (provided that ℓ is
prime to d.) Those subgroups should further be stable under πA for those isogenies to be defined
over k. Constructing πA-stable isotropic subgroups will be easier when πA admits many stable
lines in A[ℓ], in other words, when fA factors as a product of linear polynomials mod ℓ. By the
Chebotarev density theorem, this will happen for a positive density of primes ℓ, but not all of them.

Luckily, we can get away with proving Theorem 1.2.11 for one single prime ℓ, and deduce the
result for all other primes. We explain this reduction in the rest of this paragraph, and defer the
proof of Tate’s theorem at a “nice” prime ℓ to the end of this subsection.

Proposition 1.2.20. Assume that Theorem 1.2.11 holds when A = B is any abelian variety over k.
Then it holds for all pairs of abelian varieties (A,B).

Proof. Apply Tate’s theorem to End(A×B) as in the proof of Proposition 1.2.7.

Proposition 1.2.21. Let A be an abelian variety over a finite field k and let ℓ be a prime distinct
from char(k). Assume that the map

Vℓ : End(A)⊗Qℓ → EndGk
(Vℓ(A))

is bijective. Then Theorem 1.2.11 holds for A at ℓ.

Proof. What we have to show is that the map Tℓ : End(A) → End(Tℓ(A)) has torsion-free cokernel.
Since every prime but ℓ is invertible in Zℓ, it is enough to prove that Coker(Tℓ) is free of ℓ-torsion.
Let f ∈ End(Tℓ(A)) and assume that ℓf ∈ Im(Tℓ). In other words, we can find endomorphisms
ϕ1, . . . , ϕr of A and coefficients λ1, . . . , λr ∈ Zℓ such that ℓf =

∑
λiϕi. Approximating the coeffi-

cients λi by integers, we find a sequence of endomorphisms ϕn ∈ End(A) such that Tℓ(ϕn) converges
to ℓf for the ℓ-adic topology. For sufficiently large n, the action of ϕn on A[ℓ] then coincides with
that of ℓf , i.e. A[ℓ] ⊂ ker(ϕn). By isogeny factorization (Proposition 1.1.12), we can write ϕn = ℓψn
for some ψn ∈ End(A). Since the sequence (ϕn) = (ℓψn) converges in End(A) ⊗ Zℓ, so does the
sequence (ψn) (because End(A) is torsion-free by Lemma 1.2.6). Let ψ ∈ End(A)⊗Zℓ be the limit.
We obtain Tℓ(ℓψ) = ℓf , so Tℓ(ψ) = f , hence f ∈ Im(Tℓ).

Proposition 1.2.22. Let A be an abelian variety over a finite field k. Assume that there exists a
prime ℓ, distinct from char(k), such that Vℓ : End(A) ⊗ Qℓ → EndGk

(Vℓ(A)) is bijective. Then Vℓ
is bijective at all such primes ℓ, hence Theorem 1.2.11 holds for A by Proposition 1.2.21.
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Proof. By Proposition 1.2.7, we know that Vℓ is injective at all primes ℓ distinct from char(k).
Therefore we only have to prove an equality of dimensions over Qℓ for all primes ℓ. Obviously,
dimQℓ

(End(A)⊗Qℓ) = rankZ(End(A)) is independent of ℓ. On the other hand, we have

dimQℓ
(EndGk

(Vℓ(A))) = r(fA, fA)

by Corollary 1.2.16, which is also independent of ℓ. Consequently, it is sufficient to check the
equality of dimensions at a single ℓ, as claimed.

Finally, we prove that the map

Vℓ : End(A)⊗Qℓ → EndGk
(Vℓ(A))

is bijective for a “nice” prime ℓ. As indicated above, we equip A with some polarization λ of degree d,
and choose ℓ prime to d and such that fA is a product of linear factors mod ℓ. Since the action
of Frobenius on Vℓ(A) is semisimple by Corollary 1.2.9, this implies that the Qℓ-algebra generated
by Vℓ(πA) is a product of copies of Qℓ.

The key lemma in the proof (whose proof uses the finiteness result in Theorem 1.2.17) is the
following. Recall that Vℓ(A) is endowed with the nondegenerate alternating pairing eℓ.

Lemma 1.2.23. Let W ⊂ Vℓ(A) be a Gk-stable and maximal isotropic subspace. Then there exists
u ∈ End(A)⊗Qℓ such that Im(Vℓ(u)) =W .

Proof. Consider the following overlattices of Tℓ(A):

Xn = (ℓ−nTℓ(A) ∩W ) + Tℓ(A).

By assumption, Xn is Gk-stable. Under the correspondence of Proposition 1.2.4, it corresponds to a
subgroupKn ⊂ A[ℓn] which is maximal isotropic for the Weil pairing eℓn . By Proposition 1.1.18, the
codomain Bn of the isogeny fn : A→ Bn with kernelKn is also equipped with a natural polarization
of degree d. By Theorem 1.2.17, the abelian varieties Bn fall into finitely many isomorphism classes.
Therefore, we can extract a subsequence (fni)i≥0 of isogenies from A whose codomains Bni are all
isomorphic to the fixed abelian variety Bn0

. Fix such isomorphisms ηi : Bn0
→ Bni

. Consider now
the elements

ui = ℓnif−1ni
◦ ηi ◦ fn0

∈ End0(A),

and let’s compute Vℓ(ui)(Xn0
). By construction,

Vℓ(ui)(Xn0
) = ℓniVℓ(fni

)−1 ◦ Vℓ(ηi)(Tℓ(Bn0
))

= ℓniVℓ(fni)
−1(Tℓ(Bni))

= ℓniXni ⊂ Tℓ(A) ⊂ Xn0 .

Therefore the elements Vℓ(ui) belong to End(Xn0
) ∩ Vℓ(End(A) ⊗ Qℓ), which is a compact subset

of End(Vℓ(A)). Up to extracting a further subsequence, we may assume that Vℓ(ui) converges
to Vℓ(u), for some u ∈ End(A)⊗Qℓ.

We now prove that u satisfies the conclusion of the lemma. To show Im(Vℓ(u)) ⊂ W , it is
sufficient to show Vℓ(u)(Xn0) ⊂W . Let x ∈ Xn0 . Then

Vℓ(u)(x) = lim
i→∞

Vℓ(ui)(x) ∈
⋂
i≥0

ℓniXni
=W ∩ Tℓ(A) ⊂W.
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Conversely, to show W ⊂ ImVℓ(u), it is sufficient to show that this image contains Tℓ(A) ∩W .
Let y ∈ Tℓ(A) ∩W . By the above computation, for each i ≥ 0, there exists xi ∈ Xn0 such that
Vℓ(ui)(xi) = y. Since Xn0

is compact, up to extracting a further subsequence, we may assume that
the sequence (xi) converges to some x ∈ Xn0

. Then one can check from the definition of ℓ-adic
convergence that u(x) = y.

Note that in this proof, we have only used the fact that ℓ is prime to d.
We use Lemma 1.2.23 as follows. If an element u ∈ End(Vℓ(A)) commutes with Vℓ(End(A)⊗Qℓ),

then by the lemma, it should stabilize all the maximal isotropic, Gk-stable subspaces W ⊂ Vℓ(A).
We will see that every Gk-stable line is an intersection of Gk-stable maximal isotropic subspaces,
so u must also stabilize every Gk-stable line in Vℓ(A). Given our assumption on ℓ, Frobenius acts
as a diagonal matrix on Vℓ(A), so this implies u ∈ Qℓ(Vℓ(πA)). We obtain that the centralizer of
the centralizer of Vℓ(End(A)⊗Qℓ) is the centralizer of Qℓ(Vℓ(πA)), in other words EndGk

(Vℓ(A)).
But this double centralizer is precisely Vℓ(End(A)⊗) by the double centralizer theorem, and we are
done. Let’s spell out this proof in more details.

Let D ⊂ End(Vℓ(A)) denote the centralizer of Vℓ(End(A) ⊗ Qℓ). Recall that we assumed that
Qℓ(Vℓ(πA)) is a product of copies of Qℓ.

Lemma 1.2.24. Let W ⊂ Vℓ(A) be any Gk-stable isotropic subspace. Then W is D-stable.

Proof. Note that 0 ≤ dimQℓ
(W ) ≤ g, where g = dimA, because W is isotropic and eℓ is non-

degenerate. We prove the lemma by descending induction on d = dimW .

• If d = g, then W is maximal isotropic. By Lemma 1.2.23, there exists u ∈ Vℓ(End(A) ⊗ Qℓ)
such that Im(u) =W . For every v ∈ D, we then have

v(W ) = v(u(Vℓ(A))) = u(v(Vℓ(A)) ⊂ u(Vℓ(A)) =W.

• If d < g, we assume by induction that the lemma holds for every Gk-stable subspace W ′ of
dimension at least d + 1. The orthogonal W⊥ of W with respect to eℓ satisfies W ⊂ W⊥

and dimQℓ
W⊥ = 2g − d ≥ d + 2. Given our assumption on Qℓ(Vℓ(πA)), we can find lines

L1, . . . , Lr (with r ≥ 2) in Vℓ(A) that are stable under Vℓ(πA) (hence under Gk) and which
satisfy

W⊥ =W ⊕ L1 ⊕ L2 ⊕ · · · ⊕ Lr.

Let v ∈ D. By the induction hypothesis, v stabilizes W ⊕L1 and W ⊕L2, hence it stabilizes
their intersection W .

Note that lines in Vℓ(A) are always isotropic because eℓ is alternating, hence Lemma 1.2.24
applies to any Gk-stable line in Vℓ(A).

Lemma 1.2.25. We have D = Qℓ(Vℓ(πA)).

Proof. Given our assumption on Qℓ(Vℓ(πA)), we can decompose Vℓ(A) as

Vℓ(A) = V1 ⊕ · · · ⊕ Vr

where each Vi is a nontrivial πA-stable subspace where πA acts as a scalar λi ∈ Qℓ, and λ1, . . . , λr
are distinct. Let v ∈ D. By Lemma 1.2.24, for every 1 ≤ i ≤ r, v stabilizes every line in Vi. Hence v
acts as a scalar µi on Vi as well. If F is any polynomial such that F (λi) = µi for each i, we then
have v = F (Vℓ(πA)).
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Proposition 1.2.26. We have Vℓ(End(A)⊗Qℓ) = EndGk
(Vℓ(A)).

Proof. By Lemma 1.2.25, the centralizer D of Vℓ(End(A) ⊗ Qℓ) in End(Vℓ(A)) is Qℓ(Vℓ(πA)), so
the double centralizer of Vℓ(End(A) ⊗ Qℓ) is EndGk

(Vℓ(A)). Since End(A) ⊗ Qℓ is a semisimple
Qℓ-algebra, we conclude by the double centralizer theorem (see for instance [Mil20, Thm. 1.14])
that Vℓ(End(A)⊗Qℓ) = EndGk

(Vℓ(A)).

Combining Proposition 1.2.26 with the reductions from the previous paragraph, in particular
Proposition 1.2.22, concludes the proof of Tate’s isogeny theorem.

1.2.5 Tate’s isogeny theorem at ℓ = p

In order to have a solid foundation for the theory, knowing Tate’s isogeny theorem at all primes
ℓ ̸= p, where p denotes the characteristic, is not sufficient: we also need an analogue at ℓ = p.
However, the naive definition

Tp(A)“ = ” lim←−
n→∞

A[pn](k)

cannot work: for instance, if A is a supersingular elliptic curve, then this would lead to Tp(A) = {0}.
Fortunately, a solution exists: we need to consider the sequence of subgroup schemes (an example

of p-divisible group)
{0} ↪→ A[p] ↪→ A[p2] ↪→ · · · ↪→ A[pn] ↪→ · · ·

and apply a certain equivalence of categories between finite group schemes of p-power and certain
objects in semi-linear algebra, as follows.

Let W be the ring of Witt vectors of the finite field k: if k = Fp is a prime field, then W = Zp,
and in general if k = Fpr , then W is the ring of integers in the unique unramified extension of Qp
of degree r. The ring W has a unique maximal ideal pW , and W/pW is isomorphic to k. There
is a canonical automorphism σ : W → W that lifts the absolute Frobenius automorphism x 7→ xp

of k: for instance, if W = Zp, then σ can be constructed in terms of Teichmüller representatives.
Let R be the (noncommutative!) ring W [F, V ], where F, V are two indeterminates subject to the
relations

FV = V F = p, and for all α ∈W , Fα = σ(α)F and V α = σ−1(α)V.

Theorem 1.2.27 (Dieudonné–Cartier–Oda; see [Wat69, §1.2]). There exists a contravariant equiv-
alence of categories D between finite commutative group schemes over k of p-power rank and R-
modules of finite W -length; if G is such a group scheme of rank pn, then D(G) has W -length n.

Definition 1.2.28. We define the Dieudonné module of an abelian variety A over k as

Tp(A) = lim←−
n→∞

D(A[pn]).

It is a free W -module of rank 2g equipped with semi-linear actions of endomorphisms F and V .
(Note that the limit is an inverse one because D is contravariant.)

Much like what happened with Tate modules, we can recover p-torsion information on A from
the Dieudonné module: for instance A[pn] is the group scheme corresponding via D to the quotient
Tp(A)/p

nTp(A), which is an R-module of W -length p2ng.
We can also consider Tp(A) as a lattice inside a vector space: we have R ⊗Zp Qp = L[F, V ],

where L =W ⊗Zp Qp is the unramified extension of Qp defined above (L is the fraction field of W ).
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Since p is now invertible, L[F, V ] = L[F, F−1], so an L[F, V ]-module is simply an L-vector space
equipped with a semi-linear (but Qp-linear) and bijective action of F . In particular, for an abelian
variety A, the linearized Dieudonné module Vp(A) = Tp(A) ⊗Zp

Qp is a 2g-dimensional L-vector
space equipped with such an action of F .

Theorem 1.2.29. For any abelian varieties A,B over a finite field k, the map

Tp : Hom(A,B)⊗ Zp → HomR(Tp(B), Tp(A))

is a bijection. For any α ∈ End(A), the characteristic polynomial Pα ∈ Z[X] is the characteristic
polynomial of Vp(α) ∈ End(Vp(A)) seen as an L-vector space.

The proof of this theorem in [WM71] uses Theorem 1.2.27 as a black box and is somewhat easier
(in any case shorter) then that of Theorem 1.2.11, because we already know that Hom(A,B) is a
free Z-module of the correct rank in terms of fA and fB .

In the rest of the course, we will not delve into any detailed arguments involving Dieudonné
modules, as those quickly get very technical.

1.3 Honda-Tate theory
The aim of Honda-Tate theory is to describe isogeny classes of abelian varieties over finite fields
only in terms of arithmetic information on the characteristic polynomial of Frobenius. A large part
of Honda-Tate theory consists in fairly direct consequences of Tate’s isogeny theorem 1.2.11.

1.3.1 Isogeny classes and the characteristic polynomial of Frobenius

Theorem 1.3.1. Let A and B be two abelian varieties over a finite field k. The following are
equivalent:

1. A and B are k-isogenous.

2. fA = fB.

3. For every finite extension k′/k, we have #A(k′) = #B(k′).

Proof. (1) =⇒ (2): let ℓ be any prime distinct from char(k). Then Vℓ(ϕ), where ϕ : A→ B is any
isogeny, realizes a Galois-equivariant isomorphism between Vℓ(A) and Vℓ(B), so the characteristic
polynomials of Frobenius must be the same. Those are fA and fB by Theorem 1.1.29.

(2) =⇒ (1): if fA = fB , then since the action of Frobenius on Vℓ(A) and Vℓ(B) is semi-
simple (Corollary 1.2.9), Vℓ(A) and Vℓ(B) are isomorphic as Gk-modules. By Tate’s isogeny
theorem, Vℓ(Hom(A,B) ⊗ Qℓ) contains isomorphisms between Vℓ(A) and Vℓ(B), hence so does
Vℓ(Hom(A,B)⊗Q). Therefore A and B are isogenous.

(2) ⇐⇒ (3): if k′ is an extension of k of degree r, then #A(k′) is the degree of πrA − 1. This
degree has a symmetric expression in terms of the roots of fA, hence has an expression in terms of
the coefficients of fA. Conversely, knowing sufficiently many degrees of πrA−1 determines the roots
of fA: see e.g. [WM71, Thm. 7].

More generally, fA divides fB if and only if A is isogenous to some abelian subvariety of B
[Tat66, §3, Thm. 1]. More can be said about isogeny classes of simple abelian varieties.
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Theorem 1.3.2. Let A be a simple abelian variety over a finite field k of characteristic p. Then:

1. fA is the power of an irreducible polynomial: there exists e ≥ 1 and an irreducible, monic
polynomial mA ∈ Z[X] such that fA = me

A.

2. For every prime ℓ distinct from p, mA is the minimal polynomial of Vℓ(πA) ∈ End(Vℓ(A)).

3. End0(A) is a division algebra with center Q(πA), the number field defined by the polyno-
mial mA.

4. We have dimQ End0(A) = e2[Q(πA) : Q] and 2 dimA = e[Q(πA) : Q].

5. We have 2g ≤ dimQ End0(A) ≤ (2g)2.

Proof. By Proposition 1.1.26, we know End0(A) is a division algebra. By Tate’s isogeny theorem,
the center of End(A) ⊗ Qℓ is Qℓ(πA), so the center of End0(A) is Q(πA). This shows Q(πA) is
a number field. If fA had several prime factors, there would be zero divisors in Q(πA), which
is impossible. This proves (1). Further, mA has to be the defining polynomial of the number
field Q(πA), so mA(πA) = 0, proving (2) and (3).

By Corollary 1.2.16, we have dimQ End0(A) = r(fA, fA). This value is clearly at least 2g
(when fA is irreducible of degree 2g) and at most (2g)2 (when e = 2g and mA is linear), proving (5).

Finally, we prove (4). We have 2 dimA = deg(fA) = edeg(mA) = e[Q(πA) : Q]. Fix an ℓ such
that mA is irreducible modulo ℓ. Then Vℓ(A) has the structure of a vector space of dimension e
over the field Qℓ(πA). By Tate’s isogeny theorem, Vℓ(End(A)⊗Qℓ) is then identified with the space
of e× e matrices over Qℓ(πA). Therefore

dimQ End0(A) = dimQℓ
End(A)⊗Qℓ = e2[Qℓ(πA) : Qℓ] = e2[Q(πA) : Q].

Theorem 1.3.3. Let A be a simple abelian variety of dimension g over a finite field k of charac-
teristic p.

1. The following are equivalent:

(a) End(A) is commutative.

(b) End0(A) = Q(πA).

(c) dimQ End0(A) = 2g.

(d) fA is irreducible.

(e) e = 1.

(f) deg(mA) = 2g.

2. The following are equivalent:

(a) Q(πA) = Q.

(b) dimQ End0(A) = (2g)2.

(c) fA is the power of a linear polynomial.

(d) e = 2g.

(e) deg(mA) = 1.
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(f) End0(A) ≃ Matg×g(Bp,∞), where Bp,∞ denotes the unique quaternion algebra over Q
ramified at p and ∞.

(g) A is isogenous to Eg, where E is an elliptic curve over k such that End0(E) = Bp,∞.

Proof. Everything is a direct consequence of Theorem 1.3.2, except deducing (f) and (g) from (a)–
(e) in case (2). We postpone this until after the discussion of Brauer groups and the invariants
of End0(A) in the next two paragraphs.

Definition 1.3.4. We say that A is supersingular with all endomorphisms defined (abbreviation:
ss.def.) if (2) holds for A over k, and we say that A is supersingular if (2) holds for A over some
finite extension k′/k.

Note that if (2) holds for A/k, it also holds for the base change of A over every finite exten-
sion k′/k, because (2) implies Q(πrA) = Q for every r ≥ 1.

We conclude this discussion of isogeny classes by relating the notion of supersingular abelian
varieties with the perhaps usual definition in terms of p-ranks.

Proposition 1.3.5. Let A be an abelian variety of dimension g over a finite field k of character-
istic p. There exists an integer 0 ≤ r ≤ g such that A[pn](k) ≃ (Z/pnZ)r for every n ≥ 0. We have
r = 0 if and only if A is supersingular.

Proof. This uses Tate’s isogeny theorem at l = p (Theorem 1.2.29) as well as an analysis of the
structure of Tp(A) in relation with the p-rank: see [Wat69, Cor. 4.4].

We say that A is ordinary if it has p-rank g; equivalently, half of the roots of fA over Q have
p-adic valuation 0. If A is simple and ordinary, then it is in case (1) of Theorem 1.3.3 for every
finite extension k′/k. The converse to this statement holds for elliptic curves (an elliptic curve is
either ordinary or supersingular), but not (I think) for higher-dimensional abelian varieties.

1.3.2 Brauer groups of number fields

In order to complete Theorem 1.3.2 with the description of what exactly End0(A) is in terms of fA,
we digress and discuss Brauer groups of number fields.

For now, let K be any field. We only consider finite-dimensional K-algebras. Such an algebra B
is called simple if its only two-sided ideals are {0} and B itself, and central if its center is exactly K.

Theorem 1.3.6 (Wedderburn). Let B be a central simple algebra over K. Then there exists a
central division algebra D over K, unique up to isomorphism, and a unique integer r ≥ 1 such
that B is isomorphic to Matr×r(D). More generally, if B is any central simple algebra over K, we
denote by [B] the unique Brauer class containing B.

Wedderburn’s theorem allows us to partition central simple algebras over K into equivalence
classes as follows.

Definition 1.3.7. Let D be a central division algebra over K. The Brauer class of D consists of
the isomorphism classes of the central simple K-algebras Matr×r(D) for r ≥ 1. We denote it as [D].

Definition 1.3.8. The Brauer group of K, denoted as Br(K), is the group whose element are the
Brauer classes of the central division algebras over K, with the following group operation: if D
and D′ are such division algebras, then [D] · [D′] = [D ⊗K D′].
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The Brauer group is a well-defined abelian group, because D ⊗K D′ ≃ D′ ⊗K D is a central
simple algebra over K: see e.g. [Mil20, IV, Prop. 2.3].

Descibing the structure of Brauer groups of number fields is one of the key outcomes of class field
theory. Before we state the main result, we describe what the (simpler) Brauer groups of local fields
look like. Recall that local fields are either finite extensions of Qp for some p (the non-archimedean
ones), or R or C (the archimedean ones.)

Theorem 1.3.9 ([Mil20, IV, Prop. 4.3]). Let K be a local field. Then there exists a canonical
injective map

invK : Br(K) → Q/Z

with the following properties:

1. If K = C, then the image of invK is {0} (in fact, the Brauer group of any algebraically closed
field is trivial);

2. If K = R, then the image of invK is {0, 1/2} (the central division algebras over R are R and
the Hamiltonian quaternions);

3. If K is non-archimedean, then invK is surjective.

If K is a number field, then for each place v of K, we have a natural map

Br(K) → Br(Kv)
[D] 7→ [D ⊗K Kv]

where Kv denotes the completion of K at v. For simplicity, we denote by invv the composite map
Br(K) → Br(Kv) → Q/Z, and we allow central simple algebras (instead of their Brauer classes) as
input of the inv functions.

Theorem 1.3.10. Let K be a number field. Then we have an exact sequence

0 Br(K)
⊕

v Br(Kv) Q/Z 0,
sumof invKv

where the direct sum is over all places v of K. In other words:

1. Two central division algebras D,D′ over K are isomorphic if and only if invv(D) = invv(D
′)

for all places v of K.

2. If D is a central simple algebra over K, then invv(D) = 0 for all places v of K but finitely
many. Moreover

∑
v invv(D) = 0 in Q/Z.

3. Conversely, let (iv)v be a collection of elements in Q/Z such that iv = 0 for almost every v,
the sum of all values iv is 0 in Q/Z, iv = 0 if v is complex, and 2iv = 0 if v is real. Then
there exists a unique central division algebra D over K such that invv(D) = iv for all v.

The group Br(K) is torsion. If D is a central division algebra over K, then the order e of [D]
in Br(K) is the least common denominator of the invariants invv(D). We have dimQD = e2.

Proof. [Mil20, VII, Thms. 7.1 and 8.1] prove everything about the exact sequence, except item (3),
for which we refer to [Har13, Thm. 9.11]. For the last statements, see [Mil20, VIII, Thm. 2.6].
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Example 1.3.11. Let p be a prime number, which we identify with a place of Q. Let ∞ denote
the real place of Q. By Theorem 1.3.10, there exists a unique central division algebra D over Q
such that invp(D) = inv∞(D) = 1/2 and invv(D) = 0 at all other places. The dimension of D
over Q is 4, hence it is a quaternion algebra, often denoted as Bp,∞.

More generally, a quaternion algebra D over any number field K (i.e. a central division algebra
of dimension 4) satisfies invv(D) ∈ {0, 1/2} for all places v of K. If invv(D) = 1/2, i.e. D ⊗K Kv

is still division, we say that D ramifies at v. Otherwise, i.e. if D ⊗K Kv ≃ Mat2×2(Kv), we say
that D splits at v. Theorem 1.3.10 imples that quaternion algebras over K are characterized by
the set of places at which they ramify, always finite and of even size. Hence we may refer to Bp,∞
as the unique quaternion algebra over Q ramified at p and ∞ and nowhere else.

1.3.3 Invariants of endomorphism algebras

We are now ready to complete Theorem 1.3.2 with a description of the central division alge-
bra End0(A) as an element of the Brauer group of its center.

Theorem 1.3.12. Let A be a simple abelian variety over a finite field k of characteristic p and
cardinality q. Then End0(A) is the unique central division algebra D over the field Q(πA) whose
invariants at all places v of Q(πA) are the following:

• If v is complex, then invv(D) = 0;

• If v is real, then invv(D) = 1/2;

• If v lies above a prime ℓ ̸= p, then invv(D) = 0;

• If v lies above p, then

invv(D) =
ordv(πA)

ordv(q)
[Kv : Qp]

where Kv denotes the completion of Q(πA) at v.

Proof. If v is complex, there is nothing to prove.
If there exists a real prime v, then by the Riemann hypothesis (Theorem 1.3.13 below), we

must have πA = ±√
q. There are two cases depending on whether q is a square or not, but in any

case End0(A) ends up not being split at v: see [Tat66, Thm. 2].
Fix now a prime ℓ ̸= p, let mA be the minimal polynomial of Frobenius on A, and let e ≥ 1

such that fA = me
A as in Theorem 1.3.2. We look at the decomposition

Q(πA)⊗Q Qℓ =
∏
v|ℓ

Kv.

Because the action of Vℓ(πA) on the Tate module Vℓ(A) is semisimple, Vℓ(A) is a free module of
rank e over Q(πA)⊗Q Qℓ. In other words, we have a decomposition

Vℓ(A) =
∏
v|ℓ

Wv,

where each Wv is an e-dimensional vector space over Kv. By Tate’s isogeny theorem, we have

D ⊗Q Qℓ = EndQ(πA)⊗Qℓ
Vℓ(A) ≃

∏
v|ℓ

Mate×e(Kv).
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Therefore, D ⊗Q(πA) Kv is isomorphic to Mate×e(Kv) for each place v of Q(πA) above ℓ, in other
words the invariant of D at v is zero.

Computing the invariant at v when v is p-adic uses Dieudonné modules: we omit this proof
here, and refer instead to [WM71, II, Thm. 2].

1.3.4 The Riemann hypothesis and the Honda–Tate theorem

If A is a simple abelian variety over a finite field k and the minimal polynomial mA of Frobenius
on A is known (or alternatively, the characteristic polynomial fA), then Theorems 1.3.2 and 1.3.12
describe the algebra End0(A) uniquely. A natural question at this point is: what can we say, a
priori, about this polynomial mA?

Theorem 1.3.13 (The Riemann hypothesis for abelian varieties over finite fields). Let A be an
abelian variety over a finite field k of cardinality q. Then all the complex roots of the Frobenius
characteristic polynomial fA have complex absolute value √

q.

In particular, if A is simple, then mA is the minimal polynomial over Q of the q-Weil number
πA ∈ Q(πA) as in the following definition.

Definition 1.3.14. An algebraic integer π ∈ Q is called a q-Weil number if the absolute value of π
in each complex embedding Q(π) ↪→ C is √

q.

Conversely, we have:

Theorem 1.3.15 (Honda). Let q be a prime power, and let m ∈ Z[X] be the minimal polynomial of
some q-Weil number π ∈ Q. Then there exists a simple abelian variety A over Fq such that mA = m.

Combining Theorems 1.3.2, 1.3.12, 1.3.13 and 1.3.15 yields what is known as Honda-Tate theory :
there is a one-to-one correspondence between isogeny classes of simple abelian varieties over k = Fq
and minimal polynomials of q-Weil numbers (or in other words, with q-Weil numbers up to Galois
conjugation in Q). Further, the minimal polynomial mA explicitly determines the endomorphism
algebra of the corresponding isogeny class.

We do not prove Theorems 1.3.13 and 1.3.15. Briefly, the Riemann hypothesis stems from
the fact that once we fix a polarization on A, the associated Rosati involution is a positive in-
volution on End0(A), and the division algebras with positive involutions have been classified by
Albert [Mum70, Thm. 2 p. 201]. One eventually obtains that the Rosati involution corresponds to
the involution π 7→ q/π on the roots of mA [Mum70, Thm. 4 p. 206]. Honda proved his theorem
by constructing abelian varieties with the required minimal polynomials, first by constructing CM
abelian varieties over number fields, then by reducing those modulo primes [Hon68].

Weil numbers as in Definition 1.3.14 might seem exceedingly rare. In fact, they can be con-
structed easily as follows.

Proposition 1.3.16. Let q be a prime power.

1. If π ∈ Q is a Weil number, then β = π + q/π is a totally real algebraic integer such that
|β| ≤ 2

√
q in each embedding.

2. Conversely, if β ∈ Q is a totally real algebraic number such that |β| ≤ 2
√
q in each embedding,

then any root π of X2 − βX + q in Q is a q-Weil number.
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Proof. Left to the reader (it’s easy.)

Note that Q(π) is usually totally imaginary when π is a q-Weil number, unless π = ±√
q, which

is a rather special case. This remark is used in the proof of Theorem 1.3.12.

1.3.5 Example: isogeny classes of elliptic curves

To conclude, we fully spell out what Honda–Tate theory shows in the case of elliptic curves over
finite fields. We continue to use notation from Theorem 1.3.2, replacing A by E. Recall the notion
of ordinary and supersingular abelian varieties from Definition 1.3.4.

Proposition 1.3.17. Let E be an elliptic curve over k = Fq of characteristic p. Then exactly one
of the following holds:

1. End(E) is commutative; Q(πE) = End0(E) is a quadratic field; fE = mE.

2. End(E) is not commutative; Q(πE) = Q; πE is a rational integer; End0(E) = Bp,∞.

If E is ordinary, then we are in case 1; if we are in case 2, then E is ss.def. and q is a square.

Proof. In Theorem 1.3.2, we have 2g = 2 = e[Q(πE) : Q], so we necessarily are in one of the two
cases of Theorem 1.3.3. In case 2, πE is a rational integer of absolute value √

q by Theorem 1.3.13,
so q has to be a square.

Proposition 1.3.18. Let q = pa be a prime power. Isogeny classes of elliptic curves over k = Fq
are in one-to-one correspondence with integers β ∈ Z such that |β| ≤ 2

√
q and one of the following

(mutually exclusive) conditions holds:

1. β ̸= 0 mod p;

2. a is even and β = ±2
√
q;

3. a is even, p ̸= 1 mod 3, and β = ±√
q;

4. a is odd, p ∈ {2, 3}, and β = ±p(a+1)/2;

5. a is odd and β = 0;

6. a is even, p ̸= 1 mod 4, and β = 0.

The isogeny class corresponding to β consists of those elliptic curves E with fE = X2 − βX + q, in
other words #E(Fq) = q+1−β. Case 1 corresponds to ordinary elliptic curves, case 2 to ss.def. el-
liptic curves, and all the other cases to supersingular elliptic curves without all endomorphisms
defined (so End(E) is still commutative).

Proof. If E is ss.def., then πE = ±√
q and q is a square; therefore β = q+π/q is ±2

√
q. In all other

cases, |β| < 2
√
q, so Q(πE) is imaginary quadratic, and mE = fE = X2 − βX + q.

Conversely, for such a polynomial mE to correspond to an isogeny class of elliptic curves, it is
necessary and sufficient that e = 1 in Theorem 1.3.12, in other words all the invariants of D should
be zero, in other words a should divide the p-adic valuation of P (0) for every irreducible factor P
of X2 − βX + q over Qp. At this point, we enter a case-by-case analysis of the splitting behavior
of p in Q(

√
β2 − 4q) (the splitting field of X2 − βX + q); for details, see [Wat69, Thm. 4.1].
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In all cases of Proposition 1.3.18 where E is supersingular, one can further say exactly over
which extension of Fq the curve E will acquire all its endomorphisms: this extension has degree at
most 4 if p ≥ 5, and at most 6 for p ∈ {2, 3} [Wat69, p. 537].

Remark 1.3.19. In particular, ss.def. elliptic curves over Fq (assuming q is a square) form ex-
actly two isogeny classes: the maximal curves, for which β = −2

√
q, and the minimal curves, for

which β = +2
√
q. (This terminology comes from the number of points on the curves). After base-

changing to Fq2 , the elliptic curves in those two classes become part of one single isogeny class (the
class of minimal curves), as π2

E = (±√
q)2 = +

√
q2. The isogeny class of maximal ss.def. elliptic

curves over Fq2 also exists, but doesn’t contain any curve base-changed from Fq.
The previous fact might be surprising to the reader used to think that all supersingular elliptic

curves are defined over Fp2 : this is true (as we will see), but only up to Fp-isomorphism. We can
reconcile the two points of view by saying that each Fp-isomorphism class of supersingular elliptic
curves over Fp contains exactly one ss.def. minimal (or maximal) supersingular curve over Fp2 , and
next, work with isogenies and endomorphisms from that elliptic curve that are defined over Fp2 .
This is what most protocols in isogeny-based cryptography actually do.

1.4 Isomorphism classes within an isogeny class
The next step, after classifying abelian varieties over finite fields up to isogeny as in Honda–Tate
theory, is to delve into the structure of one fixed isogeny class. In the case of supersingular elliptic
curves and ordinary abelian varieties respectively, we would like to derive Theorem 1 (the Deuring
correspondence) and Theorem 2 (the CM action) respectively. Describing the structure of all isogeny
classes over finite fields in such a “purely arithmetic” way is still, in general, an unsolved (and perhaps
hopeless) problem, although one that is computationally approachable: see e.g. [Mar24].

The main tactic to study one fixed isogeny class is to construct isogenies from ideals of the
various endomorphism rings (as opposed to algebras) appearing in the isogeny class. Describing
the structure of the isogeny class can then be split into two sub-problems:

1. Classifying exactly which endomorphism rings can occur in the isogeny class, and

2. Understanding how isogenies arising from ideals (or not!) connect abelian varieties with the
same and/or different endomorphism rings.

At this point, this strategy is still quite vague, but it should become clearer with examples.
The two sub-problems above are solved with the help of Tate’s isogeny theorem. Note that

throughout, we are manipulating lattices (with extra structure) in finite-dimensional vector spaces
over Q (namely endomorphism rings and ideals, seen inside the endomorphism algebra.) The local-
global principle for lattices asserts that a lattice L in such a vector space V is determined by the
collection of its localizations L ⊗Z Zℓ ⊂ V ⊗Q Qℓ, as ℓ runs through all prime numbers. Luckily,
Tate’s isogeny theorem exactly describes what the localization of these endomorphism lattices are.
We can already see here that including ℓ = p (the characteristic of the base field k) in the picture
with Theorem 1.2.29 is vital: otherwise the local-global principle doesn’t work. Since we do not
look closely at Dieudonné modules in this document, we will necessarily miss some key parts in the
proofs. The main reference for this section is Waterhouse’s classical thesis paper [Wat69].
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1.4.1 Isogenies from ideals in endomorphism rings

Throughout, when we say that I is an ideal in End(A), we mean that I is a left ideal (in case End(A)
is not commutative) and we assume that I is also a lattice in End(A) (i.e. it has full rank over Z).
This is equivalent to requiring that I contains an isogeny. When A is simple, this just means I ̸= {0}.

Definition 1.4.1. Let A be an abelian variety over any field k, and let I be an ideal in End(A).
We define

H(I) =
⋂
α∈I

ker(α)

as a subgroup scheme; it is a finite subgroup scheme of A. We denote the quotient isogeny by

ϕI : A→ A/H(I).

We also write HA(I) for H(I) and ϕA,I for ϕI when disambiguation is necessary.

In general, there is no reason to assume that ϕI is separable. For instance, if I is a principal
ideal of the form End(A)α, then H(I) = ker(α) and ϕI = α, even if α is not separable. This is why
we must formulate Definition 1.4.1 in terms of group schemes instead of groups of k-points.

Conversely, starting from an isogeny with domain A (i.e. a subgroup scheme K of A via the
correspondence of Proposition 1.1.11), one can look at the ideal of End(A)

I = {α ∈ End(A) : K ⊂ ker(α)}.

If K is of the form H(I), then this construction doesn’t necessarily recover I (but we always recover
an ideal containing I.)

Definition 1.4.2. We say that I ⊂ End(A) is a kernel ideal if

I = {α ∈ End(A) : H(I) ⊂ ker(α)}.

It’s easy to see that every ideal I is included in some kernel ideal J such that H(I) = H(J), so
we don’t lose much if we only consider the above construction for kernel ideals.

Since we’ll be using the local-global principle everywhere for the study of these isogenies, we
record how they behave in terms of Tate modules.

Lemma 1.4.3. We have

Vℓ(ϕI)
−1(Tℓ(A/H(I))) =

⋂
α∈I

Vℓ(α)
−1(Tℓ(A)).

Proof. For each α ∈ I, the preimage Vℓ(α)−1(Tℓ(A)) is the overlattice of Tℓ(A) corresponding to
the finite subgroup ker(α)[ℓ∞] of A by Proposition 1.2.5. Since

H(I)[ℓ∞] =
⋂
α∈I

ker(α)[ℓ∞],

we see that the overlattice of Tℓ(A) corresponding to H(I)[ℓ∞) is precisely⋂
α∈I

Vℓ(α)
−1(Tℓ(A)).

This overlattice is also Vℓ(ϕI)−1(Tℓ(A/H(I))), again by Proposition 1.2.5.
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There is a similar formula for the action of ϕI on Dieudonné modules [Wat69, Prop. 3.8].
One convenient feature of this construction is that is works well with respect to the (compatible)

multiplication of ideals. By Proposition 1.1.25, if ϕ : A→ B is any isogeny, we can identify End(B)
with a subring of End0(A) as follows: choose n ≥ 1 and an isogeny ψ : B → A such that
ϕI ◦ ψ = [n]A and ψ ◦ ϕI = [n]B . Then we define the map

η End(B) → End0(A)
α 7→ 1

nψ ◦ α ◦ ϕI

This map is independent of the choice of n and ψ.

Lemma 1.4.4. Let I be an ideal in End(A), let B = A/H(I), and let J be an ideal in End(B).
Let η : End(B) ↪→ End0(A) be the map constructed as above. Then Iη(J) is an ideal of End(A),
and the composite map ϕB,J ◦ ϕA,I is precisely ϕA,Iη(J).

Proof. We use the local-global principle: for each prime ℓ, we check that the overlattice of Tℓ(A)
given by ϕ−1A,I ◦ϕ

−1
B,J(Tℓ(B/HB(J))) is the overlattice corresponding to HA(Iη(J)). (A similar direct

computation will work for ℓ = p, but we omit it.) We compute:

ϕ−1A,I ◦ ϕ
−1
B,J(Tℓ(B/HB(J))) = ϕ−1A,I(

⋂
τ∈J

Vℓ(τ)
−1(Tℓ(B)))

=
⋂
τ∈J

Vℓ(ϕA,I)
−1 ◦ Vℓ(τ)−1(Tℓ(B))

=
⋂
τ∈J

Vℓ(η(τ))
−1Vℓ(ϕ

−1
A,I(Tℓ(B)))

=
⋂

τ∈J,σ∈I
Vℓ(η(τ))

−1Vℓ(σ)
−1(Tℓ(A))

=
⋂

α∈Iη(J)

Vℓ(α)
−1(Tℓ(A)).

This is precisely the overlattice of Tℓ(A) corresponding to HA(Iη(J)) by Lemma 1.4.3.

Our stated aim is to span the isogeny class of A using isogenies of the above form. Therefore,
we should study when the codomains A/H(I) and A/H(J) are isomorphic. We have already seen
that if I is principal, then A/H(I) is isomorphic to A. More generally, we call two ideals I and J
equivalent if I = Jλ for some λ ∈ End0(A); an ideal I is principal if and only if it is equivalent to
the trivial ideal End(A). This notion is compatible with kernel ideals:

Lemma 1.4.5. Let I ⊂ End(A) be a kernel ideal. For any α ∈ End(A), Iα is also a kernel ideal.

Proof. Assume H(Iα) ⊂ ker(λ) for some λ ∈ End(A). Then ker(α) ⊂ H(Iα) ⊂ ker(λ), so there
exists µ ∈ End(A) such that λ = µα. Because α is surjective, the assumption H(Iα) ⊂ ker(µα) is
equivalent to H(I) ⊂ ker(µ), i.e. µ ∈ I because I is a kernel ideal, so λ ∈ Iα.

Proposition 1.4.6. 1. If I and J are equivalent End(A)-ideals, then A/H(I) and A/H(J) are
isomorphic as abelian varieties.

2. If A/H(I) ≃ A/H(J) and if both I and J are kernel ideals, then I and J are equivalent.
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Proof. 1. Let λ ∈ End0(A) such that I = Jλ, and fix an integer N ≥ 1 such that Nλ ∈ End(A).
Then we have NI = J(Nλ). By Lemma 1.4.4, we can factor ϕNI = ϕJ(Nλ) in two different
ways:

A A A/H(I), and

A A A/H(J).

N ϕI

Nλ ϕJ

Thus A/H(I) and A/H(J), as codomains of isogenies with the same kernel, are isomorphic
by Proposition 1.1.11.

2. Assume A/H(I) and A/H(J) are isomorphic; we identify both codomains with a fixed abelian
variety B. First pick N ≥ 1 large enough so that H(J) ⊂ [N ]−1H(I) = ker(NϕI). By isogeny
factorization (Proposition 1.1.12), there exists an isogeny ψ : B → B such that NϕI = ψ ◦ϕJ .
Next, we pick M ≥ 1 large enough such that Mψ ◦ ϕJ = ϕJ ◦ α for some α ∈ End(A): this
is possible because ϕ−1J ◦ ψ ◦ ϕJ ∈ End0(A). Then we have MNϕI = ψJ ◦ α, in other words
H(MNI) = H(Jα). Thus MNI = Jα as both are kernel ideals by Lemma 1.4.5, hence I
and J are equivalent.

Finally, when I is a kernel ideal, we can describe the endomorphism ring of A/H(I):

Proposition 1.4.7. Let I ⊂ End(A) be a kernel ideal. Then the endomorphism ring of A/H(I),
seen as a subring of End0(A), is precisely the right order of I.

Proof. We again use the local-global principle: for each prime ℓ ̸= p, we check that the endomor-
phism ring of A/H(I) equals the right order of I after tensoring with Zℓ. A similar proof will work
at ℓ = p. By Tate’s isogeny theorem 1.2.11, the subring of End(A/H(I)) ⊗ Zℓ ⊂ End0(A) ⊗Q Qℓ
consists of those elements α such that

Vℓ(α)
(⋂
τ∈I

Vℓ(τ)
−1(Tℓ(A))

)
⊂

⋂
τ∈I

Vℓ(τ)
−1(Tℓ(A)).

Equivalently, for each σ ∈ I, we have

Vℓ(σα)
(⋂
τ∈I

Vℓ(τ)
−1(Tℓ(A))

)
⊂ Tℓ(A). (1)

In particular, Vℓ(σα)(Tℓ(A)) ⊂ Tℓ(A), so σα ∈ End(A). (We have used the local-global principle
here, as this holds for all ℓ.) If α lies in the right order of I, then (1) is satisfied for each σ, as σα ∈ I.
Conversely, if the above condition holds, then I+ Iα is an ideal of End(A) with H(I+ Iα) = H(I).
Because I is a kernel ideal, we have Iα ⊂ I, i.e. α lies in the right order of I.

1.4.2 The case of maximal orders

If the endomorphism rings of the abelian varieties we consider are maximal orders in the endomor-
phism algebra, then the above construction of isogenies from ideals is particularly powerful.
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Proposition 1.4.8. Let A be an abelian variety over a finite field k, and let S be any maximal
order in End0(A). Then there exists another abelian variety B in the isogeny class of A whose
endomorphism ring is isomorphic to S.

Proof. Since S is a lattice in End0(A), there exists an integer N ≥ 1 such that NS ⊂ End(A).
Let I = End(A)NS be the ideal generated by NS. Then the right order of I contains S, so equals
it. The endomorphism ring of A/H(I) is S by Proposition 1.4.7.

We omit the proof of the following theorem: see [Wat69, Thm. 3.15].

Theorem 1.4.9. Let A be an abelian variety over a finite field k, and assume that End(A) is a
maximal order. Then every ideal I of End(A) is a kernel ideal, the degree of ϕI equals the reduced
norm of I, and the endomorphism ring of A/H(I) is also maximal.

The reduced norm of I is computed as follows. We know that End0(A) is a direct sum of
simple algebras, so a maximal order in End0(A) is simply a direct sum of maximal orders in each
component, and an End(A)-ideal is a direct sum of left ideals in each component. If J is an ideal
in a maximal order S of a simple algebra of dimension e2 over its center, then #(S/J) is always an
eth power, and we call its positive eth root the reduced norm of J . The reduced norm of I is then
the product of the reduced norms of each of its components.

Given Theorem 1.4.9, we observe that not all isogenies are always of the form ϕI : for instance,
if E is an elliptic curve such that End(E) is non-maximal, then there exists an isogeny ϕ : E → E′

with End(E′) maximal, and the dual isogeny E′ → E is not of the form ϕI .

1.4.3 The main theorems on isogeny classes

We now sketch the proofs of the two main theorems 1 and 2, starting with the latter. Recall the
definition of a principal homogeneous space (PHS): we say that a set X, endowed with an action of
a group G, is a principal homogeneous space for G if for any x, x′ ∈ X, there exists a unique g ∈ G
such that g(x) = x′. In other words, the action of G on X is simply transitive.

Sketch of proof of Theorem 2. When End0(A) is commutative, then we can identify endomorphism
rings of all abelian varieties isogenous to A as subrings of End0(A), simultaneously and in a com-
patible way.

First, we explain why the class group of End(A) acts freely on abelian varieties in the isogeny
class with endomorphism ring R. Let I be an invertible ideal in R. By Proposition 1.4.7, the
endomorphism ring of A/H(I) is still R; by Proposition 1.4.6, A/H(I) (up to isomorphism) does
not depend on the class of I in the class group, and A/H(I) ≃ A if and only if I lies in the trivial
class; and by Lemma 1.4.4, we indeed have a group action.

On the other hand, the fact that there is only one orbit involves a careful analysis of lattices
in Tate and (especially) Dieudonné modules, and we do not give a complete proof; see [Wat69,
Thms. 4.5 and 7.2]. The similarity between the assumptions g = 1 and R maximal that makes the
proof work is the following: if ℓ ̸= p is a prime, then any rank 1 module over R ⊗ Zℓ (that is not
left stable by a bigger order, when g = 1) is free over R⊗ Zℓ.

As a complement, we can exactly describe what the possible endomorphism rings are in the
ordinary case. We also omit the proof, which is heavily reliant on Dieudonné modules.

35



Theorem 1.4.10 ([Wat69, Thm. 7.4]). Let A be simple and ordinary. Then the endomorphism
rings occurring in the isogeny class of A are all orders in End0(A) containing π and qπ−1.

However, we can prove the following weaker statement:

Proposition 1.4.11. Let A be an abelian variety such that End0(A) is commutative. Let R ⊂
End0(A) be any order containing πA. Then there exists an abelian variety B in the isogeny class
of A such that End(B)⊗ Zℓ = R⊗ Zℓ for every prime ℓ ̸= p.

To relate this result with Theorem 1.4.10, note that the index of Z[π] inside Z[π, qπ−1] is a
power of p: indeed πZ[π, qπ−1] ⊂ Z[π], and π has norm q.

Proof. Because End(A) and R are lattices in the same Q-vector space, there exist only finitely
many primes ℓ such that End(A) ⊗ Zℓ ̸= R ⊗ Zℓ. Let ℓ be such a prime. Then there exists a
lattice Λℓ ⊂ Vℓ(A) such that the order stabilizing Λℓ is exactly R ⊗ Zℓ. (Take Λℓ = (R ⊗ Zℓ)v for
some v ∈ Vℓ(A).) We can also assume that Λℓ contains Tℓ(A). By Proposition 1.2.5, Λℓ corresponds
to the ℓth Tate module of the codomain B of some isogeny of ℓ-power degree ϕ : A→ B; at all other
primes, the Tate modules of A and B are the same lattices in Vℓ(A). Repeating this construction
at all other primes such that End(A)⊗ Zℓ ̸= R⊗ Zℓ, we find the required abelian variety B.

In the case of supersingular elliptic curves, the only missing ingredient to prove the Deuring
correspondence 1 is the following.

Theorem 1.4.12. Let E be a ss.def. elliptic curve. Then End(E) is a maximal order, and every
isogeny ϕ : E → E′ is isomorphic to ϕI for some ideal I of End(E).

Proof. This is again proved using the local-global principle and an explicit description of Dieudonné
modules (an order is maximal if and only if it is maximal everywhere locally.) At primes ℓ ̸= p, we
have End0(E)⊗Qℓ = Mat2×2(Qℓ) by Tate’s isogeny theorem, since the Frobenius endomorphism is
a scalar. The stabilizer in Mat2×2(Qℓ) of any lattice in Q2

ℓ is conjugate to Mat2×2(Zℓ) (by choosing
a basis of the lattice), hence maximal; moreover any other lattice is the stabilizer of some ideal. We
omit the proof at ℓ = p: see [Wat69, Thm. 4.5].

Proof of Theorem 1. The classification of isogenies from a fixed elliptic curve E in terms of ideals
in its endomorphism is provided by Propositions 1.4.6 and 1.4.7 and Theorems 1.4.9 and 1.4.12.

Next, we study the map E 7→ End(E). Two isomorphic maximal orders in Bp,∞ are conjugate
by the Skolem–Noether theorem [Voi21, Thm. 7.7.1], so by Theorem 1.4.12, the map E 7→ End(E)
(as an order in Bp,∞ up to conjugation) is well-defined. Let E0 be any minimal supersingular elliptic
curve, and let O0 ⊂ Bp,∞ be isomorphic to End(E0). If O ⊂ Bp,∞ is any other maximal, there
exists an O0-ideal whose right order is O by [Voi21, Lemma 17.4.6 and §23]. By the previous facts,
the codomain of ϕI : E0 → E′ has endomorphism ring isomorphic to O, so the map is surjective.
On the other hand, let E and E′ be two supersingular, minimal elliptic curves such that End(E)
and End(E′) are isomorphic to the same order O. By Theorem 1.3.1, E and E′ are isogenous, so
there exists an ideal I of O whose right order is conjugate to O. Up to replacing I by an equivalent
ideal, we can assume that the right order of I is also O, i.e. I is a two-sided ideal. Then we know
that I is an integral multiple of either (1) or the ideal p corresponding to the p-Frobenius morphism
E → E(p) [Voi21, Thm. 18.3.6], so either E′ ≃ E or E′ ≃ E(p). In particular, there exists only one
isomorphism class of supersingular elliptic curves with order O if and only if E is the base-change
of an elliptic curve over Fp.
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Finally, we prove that any isomorphism class of supersingular elliptic curves over Fp contains
a single minimal elliptic curve defined over Fp2 . Let E be an elliptic curve defined over a finite
extension k of Fp, and let E0/Fp2 be any minimal supersingular elliptic curve. After extending k,
we can assume that E/k is ss.def. and minimal. By Theorem 1.3.1, E and E0 are isogenous over k;
by the previous results, there exists an ideal I of End(E0) whose codomain is k-isomorphic to E′.
But the endomorphisms of E0 are all defined over Fp2 , so ϕI and its codomain are defined over Fp2 .
Conversely, let E and E′ be minimal, supersingular elliptic curves over Fp2 , and choose an ideal I
such that ϕI : E → E′ is an isogeny over Fp2 . If E and E′ become isomorphic after a finite
extension k/Fp2 , then applying the above theory over k shows that I is principal, hence E and E′
are isomorphic over Fp2 .

1.5 Examples of isogeny graphs
Isogeny graphs of abelian varieties over finite fields are a combinatorial way of representing isogeny
classes of those abelian varieties and the structure of isogenies within the class. A vertex in such
a graph G typically represent a k-isomorphism class of abelian varieties over a fixed finite field k,
while an edge between two vertices represented by abelian varieties A and B corresponds to an
isogeny ϕ : A → B. Often, the isogenies appearing as edges are of a certain type only – for
instance, ℓ-isogenies between elliptic curves. Thus G is, a priori, a finite directed graph where loops
and multiple edges are allowed.

1.5.1 Supersingular ℓ-isogeny graphs

Definition 1.5.1. Fix distinct primes ℓ and p. The supersingular ℓ-isogeny graph over Fp2 is the
finite graph G whose vertices are minimal, supersingular elliptic curves over Fp2 up to isomorphism,
and whose edges correspond to ℓ-isogenies defined over Fp2 , up to isomorphism (i.e. post-composition
by an isomorphism on the codomain.)

By the Deuring correspondence (Theorem 1), the structure of the supersingular ℓ-isogeny graph
is completely encoded in terms of quaternions.

In certain cases, it is convenient to consider the supersingular ℓ-isogeny graph as a regular,
undirected graph. This is possible only when p = 1 mod 12: in that case, the elliptic curves with
j-invariant 0 and 1728 over Fp are not supersingular (because p splits in both Q(i) and Q(ζ3)), so
any supersingular elliptic curve E/Fp2 satisfies Aut(E) = {±1}.

Proposition 1.5.2. Assume that p = 1 mod 12. Then the supersingular ℓ-isogeny graph is an
undirected, ℓ+ 1-regular graph with (p− 1)/12 vertices.

Proof. To show that G is undirected, we check that for any two vertices E,E′ of G, taking duals
induces a bijection between the sets of ℓ-isogenies E → E′ and E′ → E up to isomorphism. But
because of the above fact on automorphism groups, ϕ : E → E′ is isomorphic to ψ : E → E′ if and
only if ψ = ±ψ, if and only if ϕ∨ = ±ψ∨, if and only if ϕ∨ and ψ∨ are isomorphic.

Then, the graph G is ℓ + 1-regular because for every elliptic curve E, there are ℓ + 1 lines
in E[ℓ](k), hence ℓ + 1 different ℓ-isogenies with domain E by Proposition 1.1.10. These isogenies
can all be defined over Fp2 by Theorem 1.

The number of vertices comes from the mass formula in [Voi21, Thm. 25.1.1].

Note that for any p, the number of vertices in the supersingular ℓ-isogeny graph is p/12 +O(1)
by the same mass formula.
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The correspondance with quaternions is a very powerful tool to study the structure of supersin-
gular isogeny graphs. For instance, the major theorem that those graphs are Ramanujan (see §2.2.3)
is proved in that way. As an easier example, one can use facts about quaternion algebras (namely
the strong approximation theorem) to show that the supersingular ℓ-isogeny graph is connected:

Proposition 1.5.3 ([Voi21, Prop/ 28.4.17]). Let O ⊂ Bp,∞ be a maximal order, let I be a left
O-ideal, and let ℓ ̸= p be any prime. Then there exists n ≥ 1 and an O-ideal J , equivalent to I and
of reduced norm ℓn for some n ≥ 1. Consequently, the supersingular ℓ-isogeny graph over Fp2 is
connected.

Strong approximation can also be used to show that the 2-dimensional analogues of these graphs
using superspecial abelian surfaces are connected [JZ23].

Remark 1.5.4. The supersingular ℓ-isogeny graph G′ is closely related to the Brandt class groupoid
of the quaternion algebra, defined in [Voi21, p. 19.5.4]. Define the ℓ-Brandt graph G′ of Bp,∞ in
the obvious way: vertices in this graph correspond to maximal orders in Bp,∞ up to conjugation,
and edges correspond to ideals of reduced norm ℓ connecting (conjugates of) these orders, up to
equivalence. Then, by the Deuring correspondence, there is a well-defined map G→ G′ under which
each vertex of G′ has either 1 or 2 preimages, depending on whether the corresponding elliptic curve
is defined over Fp or not.

1.5.2 Isogeny volcanoes of ordinary elliptic curves

Next, we consider isogeny graphs of ordinary elliptic curves over any finite field k = Fq. Fix an
isogeny class V of such elliptic curves; by Theorem 1.3.1, it consists of all elliptic curves with a
common number of points q + 1− t (up to isomorphism.)

Definition 1.5.5. The ℓ-isogeny graph G on the isogeny class V is the graph whose vertices are the
elements of V , and whose edges correspond to ℓ-isogenies up to post-composition by an isomorphism.

Fix a base point E ∈ V ; we are interested in the structure of the connected component GE of E
in G. Let R = End(E). As in §1.4.3, we can identify the endomorphism rings of the other vertices
in GE with orders in the quadratic imaginary number field F = R⊗Q. If R′ is the endomorphism
ring of another vertex E′ in GE , then R ⊗ Zℓ′ = R′ ⊗ Zℓ′ for any prime ℓ′ ̸= ℓ by Tate’s isogeny
theorem. As a consequence, R′ is one of the orders occurring in the tower

Rmin = Rn ⊂ Rn−1 ⊂ · · · ⊂ Ri = R ⊂ Ri−1 ⊂ · · · ⊂ R0 = Rmax

where:

• [Ri−1 : Ri] = ℓ for each 1 ≤ i ≤ n,

• the conductor c0 of R0 is prime to ℓ,

• for each 0 ≤ i ≤ n, the conductor of Ri is ci = ℓic0,

• n is the ℓ-adic valuation of the conductor Z[πE ] of discriminant t2 − 4q,

• all the orders Rn, . . . , R0 occur as endomorphism rings in GE .
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These properties can all be derived from Theorem 1.4.10 and facts about orders in quadratic fields.
We say that a vertex is at level i in GE if its endomorphism ring is Ri.

The question is now: how are vertices with different endomorphism rings connected in GE?
First, Theorem 2 gives us a precise control on how many vertices in GE have endomorphism
ring R0 = Rmax. There are three cases:

1. If ℓ is split in F , then there exists two invertible R0-ideals l and l of norm ℓ. Since ll = (ℓ), the
ideal l is the inverse of l in the class group of R0. Let e be the order of l in this class group.
By Theorem 2, there are exactly e vertices at level 0 in GE , connected in a cycle of l-isogenies.

2. If ℓ is ramified in F , the situation is similar, but this time l = l. There is either one or two
vertices at level 0 depending on whether l is principal or not, connected by a single ℓ-isogeny
(which could be a loop.)

3. If ℓ is inert in F , there are no invertible R0-ideals of norm ℓ, so there is a single vertex at
level 0.

In all cases, if i > 1, then there exist no invertible Ri-ideals of norm ℓ, so no ℓ-isogenies between
vertices at level i.

It turns out that the other edges in GE are arranged in the shape of an ℓ-volcano, as in the
following definition, adapted from [BJW17, Def. 1.1]. This volcano structure was first explicited in
[Koh96, Prop. 23].

Definition 1.5.6. Let ℓ be a prime and n ≥ 0. An ℓ-volcano of depth n is an undirected, connected
graph whose vertices are partitioned into levels V0, . . . , Vn such that:

• the subgraph V0 is a finite regular graph of degree at most 2,

• for each i < n, there are ℓ+ 1 edges going out of each vertex in Vi,

• for each i > 0, each vertex in Vi has exactly one neighbor in Vi−1, and such edges cover all
edges in the graph that are not in V0.

Examples are shown on Figure 1.
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Figure 1: some 2-volcanoes of depth 2
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Proposition 1.5.7. Let q = pr be a prime power, let ℓ ̸= p be a prime, let E/Fq be an ordinary
elliptic curve, and let GE be the connected component of E in the ℓ-isogeny graph defined above.
Let n be the ℓ-adic valuation of the conductor of Z[πE ]. Assume further that GE does not contain
any elliptic curve with j-invariant 0 or 1728. Then GE is an ℓ-volcano of depth n, whose i-th level
consists of elliptic curves with endomorphism ring Ri as defined above, for any 0 ≤ i ≤ n.

Proof. The assumption on j-invariants guarantees that the elliptic curves appearing as vertices
in GE have automorphism group {±1}, so GE is undirected. The structure of V0 is given by
Theorem 2.

Let E′ be a vertex at level i > 0. Then we can view Tℓ(E
′) as a lattice inside Vℓ(E) whose

stabilizer is the order Ri⊗Zℓ, by Tate’s isogeny theorem. The neighbors of E′ in GE correspond to
elliptic curves whose Tate modules are overlattices of index ℓ in Tℓ(E

′). There is exactly one such
lattice whose stabilizer is Ri−1⊗Zℓ, namely (Ri−1⊗Zℓ)Tℓ(E′). This overlattice is Galois-invariant
because the endomorphisms of E are defined over Fq. Thus, there is at least one edge from E′ to
a vertex in Vi−1.

Next, we consider the ℓ-isogeny graph G on the whole isogeny class of E, similarly partitioned
into levels V ′0 , . . . , V ′n. Let δ be the number of outgoing edges from any vertex in V ′0 . Since any
vertex in G has at most ℓ+ 1 outgoing edges, we have from the previous considerations

#V1 ≤ (ℓ+ 1− δ)#V0 and #Vi+1 ≤ ℓ#Vi for each i > 0. (2)

By Theorem 2, we also know that for each 0 ≤ i ≤ n,

#Vi = #Cl(Ri).

However, we also know from the study of class groups of quadratic orders [Koh96, (4.2) p. 41] that

#Cl(R1) = (ℓ+ 1− δ)#Cl(R0) and #Cl(Ri+1) = ℓ#Cl(Ri) for each i > 0.

Hence all the inequality in (2) are equalities. Further, if n > 0, there is only one edge going out of
every vertex in Vn because of Theorem 2, as there are no invertible Rn-ideals of norm ℓ. Thus GE
is an ℓ-volcano.

As a consequence of Proposition 1.5.7, the ℓ-isogeny graph on constructed on the whole isogeny
class of E is a union of finitely many identical ℓ-volcanoes: indeed, the shape of the level 0 vertices
is completely determined by the splitting behavior of ℓ in the quadratic field F (identical across the
isogeny class), and the volcano is entirely determined as a graph by its level 0 vertices and edges.

1.5.3 Cayley graphs of class groups

Another kind of isogeny graphs of ordinary abelian varieties over finite fields can be described in
terms of Cayley graphs of finite groups.

Definition 1.5.8. Let H be a finite group, and S ⊂ H. The Cayley graph of H relative to S is
the (a priori directed) graph G whose vertex set is H, with an edge from h to sh for every h ∈ H
and s ∈ S.

If S is left stable under the inverse map s 7→ s−1, then the Cayley graph of H relative to S.
One sometimes labels the edges in the directed (resp. undirected) graph G by the corresponding
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Figure 2: Cayley graph of Z/11Z relative to S = {±1,±3}

elements s (resp. pairs {s, s−1}). If H is an abelian group, then the Cayley graphs of H have a very
regular shape, as shown in Figure 2. The Cayley graph G is connected if and only if S generates H.

Next, let A/Fq be an ordinary abelian variety of any dimension g, and let C denote the isogeny
class of A. Then End0(A) is a CM field (we are in case (1) of Theorem 1.3.3); assume that R =
End(A) is the maximal order in End0(A). Choose distinct primes ℓ1, . . . , ℓr that are prime to the
index of Z[πA, qπ−1A ] in R. We consider the graph G whose vertex set is C and whose edges consist
of isogenies of degree d ∈ {ℓ1, . . . , ℓr}.

Proposition 1.5.9. Let S ⊂ Cl(R) be the set of classes represented by R-ideals of norm ℓ1, . . . , ℓr.
Then G is isomorphic to the Cayley graph of Cl(R) relative to the set S.

Note that the class group Cl(R) is abelian. A similar proposition would hold in the case of
elliptic curves, even if their endomorphism ring is not the maximal order.

Proof. By Tate’s isogeny theorem 1.2.11 and Theorem 1.4.10, we know that the endomorphism
ring R′ of any vertex of G satisfies Z[πA, qπ−1A ] ⊂ R′ and R′ ⊗ Zℓ ≃ R ⊗ Zℓ where ℓ is any prime
distinct from ℓ1, . . . , ℓr. The above assumptions then force R = R′. The isogeny graph of G is
isomorphic to the specified Cayley graph of Cl(R) by Theorem 2.

1.5.4 Isogeny volcanoes in higher dimensions

We conclude part 1 of these notes with the following question: can we describe the structure of ℓ-
isogeny graphs of ordinary abelian varieties A of dimension g > 1 over finite fields Fq when the
index of Z[πA, qπ−1A ] in the maximal order is divisible by ℓ?

This problem is unsolved in general, but we do again find volcano-like structures in certain
specific cases, using Tate’s isogeny theorem as in the proof of Proposition 1.5.7. We follow [BJW17].

The first step is to find a CM field in which certain orders of ℓ-power index in the maximal
order are arranged in a tower and indexed by conductors, like in the setting of quadratic imaginary
fields. This happens more generally for orders in a CM field containing the maximal order in the
totally real subfield.

Proposition 1.5.10 ([BJW17, Thm. 2.1]). Let K be a CM number field of degree 2g, i.e. a totally
imaginary quadratic extension of a totally real number field K+ of degree g. Let ZK (resp. ZK+)
denote the maximal order in K (resp. K+). Then the map f+ 7→ ZK++f+ZK is a bijection between
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ideals in ZK+ and orders in K containing ZK+ . The conductor of ZK+ + f+ZK is f+ZK , and its
intersection with ZK+ is precisely f+.

Corollary 1.5.11. Let ℓ be a prime, and let O ⊂ K be any order such that O+ := O ∩ K+ is
maximal at ℓ, i.e. O+ ⊗Z Zℓ is the maximal order in the Qℓ-algebra K+ ⊗Q Qℓ. Then the orders O′
in K such that O′∩K+ = O+ and such that O′⊗Zℓ′ ≃ O⊗Zℓ′ for all primes ℓ′ ̸= ℓ are in bijection
with ideals f+ of ZK+ supported at primes above ℓ, via

f+ 7→ the unique such O′ satisfying O′ ⊗Z Zℓ = (ZK+ + f+ZK)⊗Z Zℓ.

Proof. Combine Proposition 1.5.10 with the local-global principle.

To find a tower of orders, we put ourselves in the setting of Corollary 1.5.11, and restrict
attention to ideals f+ that are powers of a single, fixed prime ideal l of ZK+ above ℓ. Thus, we
fix an ordinary abelian variety A over Fq of dimension g, let K/K+ be the CM field End0(A), and
assume that End(A) ∩K+ is maximal at ℓ.

Definition 1.5.12. We say that ϕ : A → B is a l-isogeny if ker(ϕ) ⊂ A[l] is a nontrivial, proper
subgroup of A[l] that is stable under End(A) ∩K+.

We know that Tℓ(A) is a free Zℓ-module of rank 2g, so Vℓ(A) has the structure of a 2-dimensional
vector space over K+ ⊗Q Qℓ. Therefore, the kernel of an l-isogeny as in Definition 1.5.12 is a
ZK+/lZK+ -vector space of dimension 1; this explains why l-isogenies are a convenient generalization
of ℓ-isogenies between elliptic curves.

By considering Tate modules, we observe that when taking sequences of l-isogenies from A, the
endomorphism rings O′ of the abelian varieties we can reach all satisfy the properties of Corol-
lary 1.5.11 [BJW17, Prop. 4.8]. A similar, but more technical, reasoning as in Proposition 1.5.7
leads to the following result.

Theorem 1.5.13 ([BJW17, Thm. 4.3]). Assume for simplicity that Z×K = Z×K+ , in particu-
lar Aut(A) = {±1}. Then the connected l-isogeny graph G constructed from A is partitioned
into levels V0, . . . , Vn, where n denotes the valuation at l of the conductor of ZK+ [πA]: a vertex B is
at level i if End(B) = Oi where Oi corresponds to f+ = li under the bijection of Corollary 1.5.11.
Moreover:

1. V0 is isomorphic to the Cayley graph of the subgroup of Cl(O0) generated by the prime ideals
of K above l;

2. There are N(l) + 1 edges going in and out of each vertex in Vi, for each 0 ≤ i ≤ n− 1;

3. For each 1 ≤ i ≤ n, and each vertex B in Vi, there is a single edge from B to a vertex in Vi−1,
and a single edge coming from a vertex in Vi−1 to B; these cover all the edges outside V0;

4. For each path A→ B → C in G where A,B lie at a common level i and B lies at level i± 1,
we have C ≃ A/A[l].

In general, the isogeny graph G is directed. The theorem shows that G is directed if and only
if it is an N(l)-volcano of depth n as in Definition 1.5.6, if and only if l is principal in On. This
happens, for instance, if l is principal in End(A) ∩ K+. An example where G is not a volcano
appears in Figure 3, a reproduction of [BJW17, Fig. 2]: in that case, the depth is 3, the ideal l has
norm 2, is principal in O0 but not in O1, and is ramified in K.
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Figure 3: A directed l-isogeny graph

The situation becomes even more complicated when taking polarizations into account, for in-
stance if we want to only consider principally polarized abelian varieties. In that case, we need to
change the isogeny types we consider as l-isogenies won’t preserve principal polarizability in general.
For almost complete results on the graph of (ℓ, ℓ)-isogenies between ordinary p.p. abelian surfaces
over finite fields, we refer to [BJW17, §6-8].

2 Introduction to isogeny-based cryptography
In this second part of this course, we jump ahead 50 years and present some recent topics in
isogeny-based cryptography.

Isogeny-based cryptography is one of several branches in public-key cryptography, if arguably the
most recent and least mature one. In contrast with classical elliptic-curve based cryptography, based
on the computational hardness of the discrete logarithm problem on elliptic curves over finite fields,
isogeny-based cryptography is supposed to be post-quantum; in other words the computational
problem(s) on which it is based are, conjecturally, also hard for adversaries equipped with quantum
computers. Compared to other families of post-quantum cryptographic protocols, particularly
lattice-based cryptography, isogeny-based cryptography is less well-known, generally less efficient,
but has advantages in some respects, e.g. very small key or signature sizes.

For a long time, the flagship protocol in isogeny-based cryptography was the key exchange
scheme SIDH [DJP11] (Supersingular Isogeny Diffie–Hellman) proposed in 2011, and its avatar
SIKE, a former candidate in the NIST standardization competition. SIDH relied on the hardness
of computing a secret isogeny between known supersingular elliptic curves, but had to leak extra
information on the images of torsion points through that isogeny. This ended up being too much
information, and the system was decisively broken in a series of papers in 2022 [CD23; MMP+23;
Rob23]. This event, however, did not end isogeny-based cryptography: instead, it revealed new
ways of efficiently encoding isogenies from their action on torsion points, opening the way to a
rich family of new algorithms and cryptosystems, among which [PR23; NOC+24; BDD+24]. A
key feature of the SIDH attacks is that they involve isogenies between abelian varieties of higher
dimensions, not only between elliptic curves.

First, we review how to encode abelian varieties and isogenies in a computer, with a focus on
the notion of efficient representations of isogenies, and algorithms using them. Next, we focus
on another historical example of isogeny-based scheme: the 2009 Charles–Goren–Lauter (CGL)
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hash function [CLG09], and explain how it can be proven secure assuming the hardness of certain
computational problems involving isogenies. Finally, we review recent work of Wesolowski [Wes22]
and Page–Wesolowski [PW24] showing that these computational problems are all equivalent to the
endomorphism ring problem for supersingular elliptic curves.

2.1 Efficient representations of isogenies
For applications to isogeny-based cryptography, it is necessary to represent isogenies in a computer
in an efficient way, and to devise algorithms to manipulate them. In particular, we should be able
to encode abelian varieties themselves in a computer, as they will be the domains and codomains of
our isogenies, respectively. Because the SIDH attacks involve abelian varieties of any dimensions,
it is necessary to work in higher dimensions as well.

2.1.1 Representing abelian varieties

Representing abelian variety A in a computer usually involves, at least in some abstract way,
embedding A as a subvariety of some projective space. To simplify the discussion, we choose to
work with fully explicit projective embeddings in these notes, even if writing down these embeddings
is often costly (and avoidable) in practice.

Such an embedding embedding arises from some ample line bundle of A, which in turns defines
a polarization λ : A → A∨: thus it is far more common to encode polarized abelian varieties than
non-polarized ones. We now present several ways of encoding abelian varieties which might be of
interest depending on the case one considers.

Elliptic curves. An elliptic curve E can be written as plane cubics using a Weierstrass equation.
The embedding E ↪→ P2 is associated to the very ample line bundle whose associated divisor
is 3(0E). The divisor (0E) defines a principal polarization on E, as in Example 1.1.20.

Jacobians. Beyond the case of elliptic curves, we find Jacobians of curves. It is especially inter-
esting to focus on those when the dimension g is small because of Theorem 1.1.22. Jacobians are a
special case of the next paragraph on p.p. abelian varieties, but more compact representations are
usually available for them. For instance, in the case g = 2, smooth projective curves of genus 2 are
all hyperelliptic of degree 5 or 6: they can be written as (the normalization of) a curve in P2 with
an equation of the form

y2 = f(x)

where f has degree 5 or 6 [Har77, IV, Exercise 2.2]. Points on the Jacobian can be encoded
(generically) as unordered pairs of points on the curve, and the additions can be performed using
Mumford coordinates [Can00]. If g = 3, then the most common case (in terms of dimensions in
moduli) is the case where C is a plane quartic, and similar addition algorithms also exist [FOR08].

Principally polarized abelian varieties. More generally, if A is endowed with a principal
polarization arising from some ample line bundle L, then L⊗4 is a very ample line bundle on A by
Lefschetz’s theorem 1.1.16 and is defined over the base field by Theorem 1.1.14. One can use L⊗4
to construct a projective embedding of A called the theta model (of level 4) Θ : A ↪→ P4g − 1.

This embedding is convenient for many reasons: knowing Θ(0A) is enough to write down equa-
tions for the image of A using the Riemann relations [Mum66, §3]; moreover, additions of points
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can be performed directly in the theta model using the same Riemann relations. The theta model
also has drawbacks: the number of coordinates it uses is exponential in g rather than polynomial,
and 2-torsion points on A must all be rational in order for Θ to be defined over the base field.

More generally, if we are given an abelian variety of some fixed dimension g with a polarization of
some fixed degree d, then we can in principle always construct a projective embedding of A similar
to the theta model, and manipulate the theta coordinates of points on A directly. However, the
formulas are necessarily more complicated. This explain why almost everybody sticks to principally
polarized abelian varieties.

For simplicity, we state the following theorem using the theta model for principally polarized
abelian varieties, but variants would also hold for the other explicit representations discussed above.

Theorem 2.1.1. Fix g ≥ 1. The theta model of principally polarized abelian varieties (p.p.a.v.’s)
of dimension g over finite fields has the following properties.

1. (Group law.) Given a p.p.a.v. A over Fq of dimension g embedded using its theta model
Θ : A ↪→ PN , given Θ(P ) and Θ(Q) for some P,Q ∈ A(Frq) for some r ≥ 1, one can
compute Θ(P +Q) and Θ(−P ) in time Poly(log q, r).

2. (Scalar multiplications.) Given (A,Θ) as above, Θ(P ) for some P ∈ A(Frq), and n ∈ Z, one
can compute Θ(nP ) ∈ PN (Fq) in time Poly(log q, log n, r).

3. (Products.) Given (A,Θ) as above and another p.p. abelian variety (B,Θ′) in the theta model
of dimension at most g, one can compute A×B in the theta model in time Poly(log q).

4. (Decompositions.) Given (A,Θ) as above that we know arises as a product of two lower-
dimensional p.p. abelian varieties (B1,Θ1) and (B2,Θ2) with the product polarization, one
can compute those factors as well as an explicit isomorphism A ≃ B1×B2 in time Poly(log q).

5. (Quotients.) Given (A,Θ) as above, give points Θ(P1), . . . ,Θ(Pn2) where P1, . . . , Pn2 ∈ A(Fq)
are all the points of a maximal isotropic subgroup K ⊂ A[n] for some given n ≥ 1 prime to
the characteristic of Fq, one can compute the theta model of the quotient B = A/K as well as
polynomial formulas for the quotient isogeny ϕ : Θ(A) → Θ(B), in time Poly(log q, n). If K
is defined over Fq, then so are B and ϕ.

6. (Generating torsion.) Given (A,Θ) as above and n ≥ 1, one can list all the points Θ(P )
where P ∈ A[n](Fq) in time Poly(log q, n).

7. (Frobenius.) Given (A,Θ) as above over a finite field Fq of characteristic p, let πp : A→ A(p)

and π : A→ A denote its p-Frobenius and q-Frobenius maps respectively. Given a point Θ(P )
where P ∈ A(Frq) for some r ≥ 1, one the points Θ(πp(P )) ∈ Θ(A(p)) and Θ(π(P )) ∈ Θ(A)
in time Poly(log q, r).

Proof. 1. This uses the Riemann relations [Rob21, §I.2.7].

2. Use the double-and-add algorithm and the group law on Θ(A), which we can write down using
polynomial formulas.

3. See [Mum66, Lemma 3 p. 323].

4. By the same lemma, we only have to recognized the theta model of A as the product of those
of B and B′ under a Segre embedding.
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5. See [LR12]. Note that the points Pi are defined over an extension of Fq of degree Poly(n).

6. After computing polynomial formulas for the multiplication map [n] : A → A in the theta
model (which have degree Poly(n)), it is sufficient to compute all the roots using the resultant
method, and check that they indeed give n-torsion points on A.

7. This amounts to computing the pth or qth power of the coordinates of Θ(P ), which can be
done in time Poly(log q, r) using the square-and-multiply algorithm.

In the rest of this section, we assume that we always manipulate isogenies between princi-
pally polarized abelian varieties in the theta model (or elliptic curves.) This is perhaps an over-
simplification, as not all isogenies we manipulate in practice are of that form. Nevertheless, our
discussion would still make sense if we use another kind of explicit models, provided that the
analogue of Theorem 2.1.1 holds.

2.1.2 Representing isogenies

One obvious way of representing an isogeny ϕ : A→ B of degree d between p.p.a.v.’s, assuming we
are given its domain and codomain in the theta model, is to write down polynomial formulas for
the isogeny ϕ. These polynomials have degree Poly(d), and the cost of using them to evaluate ϕ at
a given point of A, say, is at least linear in d. This is a problem: assuming that ϕ is the secret key
in a cryptographic system where an honest participant should evaluate ϕ, the cost of running the
protocol would be roughly the same as the cost of recovering ϕ by brute force by an attacker.

In some cases, one can do better. For instance, if ϕ arises as the composition of n isoge-
nies ϕi : Ai → Ai+1 of degree O(1), then we can uniquely encode ϕ by writing down poly-
nomial representations of ϕ1, . . . , ϕn, and evaluate ϕ at a given point of A (over Fq, say) using
Poly(log q, n) = Poly(log q, log d) operations. In that case, one can hope to achieve an exponential
complexity gap between the cost of evaluating ϕ and that of recovering it from scratch, a necessary
feature for cryptographic applications. To formalize this discussion, we introduce the following
definition, a variation on [Rob24, §2.1].

Definition 2.1.2. Fix g ≥ 1. For each prime power q, let Φq be a family of isogenies between
p.p.a.v.’s over Fq of dimension g; we require that the degrees of the isogenies in Φq are unbounded
for infinitely many q. We define an efficient representation of the family of isogenies (Φq) with
respect to some fixed algorithms Domain, Codomain, Degree, Eval to be a collection of sets
Isogq ⊂ {0, 1}∗ and maps Isogq → Φq such that the following hold.

1. For each q and each ϕ ∈ Φq of degree d ≥ 1, the length of any encoding Dϕ ∈ Isogq of ϕ has
length Poly(log q, log d).

2. Given q and any encoding Dϕ ∈ Isogq of an isogeny ϕ ∈ Φq of degree d, the algorithm
Domain (resp. Codomain) returns the domain (resp. codomain) of ϕ in the theta model in
time Poly(log q).

3. Given q and any encoding Dϕ ∈ Isogq of an isogeny ϕ ∈ Φq of degree d, the algorithm Degree
returns d in time Poly(log q, log d).

4. Given q, r ≥ 1, any encoding Dϕ ∈ Isogq of an isogeny ϕ ∈ Φq of degree d, (A,Θ) =
Domain(q,Dϕ), (B,Θ′) = Codomain(q,Dϕ), and any point Θ(P ) where P ∈ A(Fqr ), the
algorithm Eval returns Θ′(ϕ(P )) in time Poly(log q, r, log d).
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We call two efficient representations equivalent if they encode the same isogenies, and for any allow-
able isogeny ϕ of degree d over Fq, an encoding of ϕ in the one representation can be transformed
into an encoding of ϕ in the other representation in time Poly(log q, log d).

In the rest of this section, we review “historical” efficient representations of certain families
of isogenies. Next, we discuss Kani’s lemma and explain how to construct the so-called HD and
CRT representations [Rob24, §2.4], which are efficient representations for the family of all isogenies
between p.p. abelian varieties over any finite field. The existence of those representations has been
a major outcome of the attacks on SIDH.

Remark 2.1.3. One could also apply the formalism used in Definition 2.1.2 to make a definition of
what an algorithmic representation of p.p.a.v.’s over finite fields with respect to algorithms Add,
Neg, etc. performing the operations listed in Theorem 2.1.1. We choose not to do this for simplicity,
and continue to discuss abelian varieties in the theta model (or elliptic curves.)

2.1.3 Historical efficient representations

As indicated above, we can efficiently represent compositions of isogenies of small degree.

Proposition 2.1.4. Fix C ≥ 1 and g ≥ 1. For a prime power q, let Ψq be the collection of all
isogenies ψ : A → B where A,B are p.p. abelian varieties over Fq of degree at most C, and let Φq
be the collection of all isogenies arising as (compatible) compositions of isogenies from Ψq. Define
the set Isogq as follows: for each compatible sequence of isogenies

ψ1 : A0 → A1, . . . , ψn : An−1 → An

in Ψq such that degψi > 1 for each i > 1, add to Isogq a bit string Dϕ containing n, equations for
Θ(A0), . . . ,Θ(An), the integers degψ1, . . . ,degψn, as well as polynomial expressions representing ψi
for each i. This bit string encodes ϕ = ψn ◦ · · · ◦ ψ1 ∈ Φq.

Then the above data is an efficient representation of the family of isogenies (Φq) with respect
to the obvious algorithms Domain, Codomain, Degree, and the algorithm Eval specified as
follows: given Dϕ ∈ Isogq as above and given Θ(P ) where P ∈ A(Fqr ), map Theta(P ) through the
polynomial formulas defining ψ1, . . . , ψn in that order.

Proof. Everything is straightforward. For instance, the algorithm Eval performs O(n) arithmetic
operations on elements of Fqr because C is bounded, so its overall cost is indeed polynomial in r,
log q and n = O(log d) (because we forbid long sequences of isomorphisms.)

In the case of elliptic curves, isogeny factorization (Proposition 1.1.12) shows that any smooth-
degree isogeny can be obtain as a composition of small-degree isogenies. Formulating an analogous
statement in higher dimensions is possible but more complicated, as we have to make sure that the
intermediate abelian varieties are also principally polarized (we would have to talk about isotropic
subgroups as in Proposition 1.1.18.) Recall that a number n is called C-smooth if each prime p|n
satisfies p ≤ C.

Interestingly, one can also describe straightforward efficient representations for other classes of
isogenies that are not necessarily of smooth degree, namely scalar multiplications and Frobenius
endomorphisms. We omit the (straightforward) proofs.
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Proposition 2.1.5. Fix g ≥ 1. For a prime power q, let Φq be the collection of scalar multiplication
isogenies [n] : A → A where A is a p.p.a.v. of dimension g over Fq and n ∈ Z\{0}. Let Isogq be
the set consisting of binary representations of tuples (n,A,Θ) where n ∈ Z and (A,Θ) is such an
abelian variety in the theta model.

Then this data is an efficient representation of the family of scalar multiplication isogenies (Φq)
with respect to the obvious algorithms Domain, Codomain, Degree, and the algorithm Eval
given by the double-and-add algorithm as in Theorem 2.1.1.

Proposition 2.1.6. Fix g ≥ 1. For a prime power q = pr, let Φq be the collection of q-Frobenius
endomorphisms π : A→ A and p-Frobenius maps πp : A→ A(p) where A is a p.p.a.v. of dimension g
over Fq. Let Isogq be the set consisting of binary representations of tuples (x,A,Θ) where x ∈ {p, q}
and (A,Θ) is such an abelian variety in the theta model.

Then this data is an efficient representation of the family of Frobenius maps (Φq) with respect
to the obvious algorithms Domain, Codomain, Degree, and the algorithm Eval given by fast
exponentiation as in Theorem 2.1.1.

Moreover, if we have an efficient representation from a family of isogenies (Φq), then we can
construct an efficient representation for the family of isogenies arising as compositions of isogenies
from Φ as in Proposition 2.1.4. Consequently, we know how to efficiently represent compositions of
small-degree isogenies, scalar multiplications, and Frobenius endomorphisms.

Another, completely different kind of efficient representations that have been used in isogeny-
based cryptography for a long time in the special case of supersingular elliptic curves arises from
the Deuring correspondence (Theorem 1): we represent isogenies in terms of the corresponding
ideals connecting maximal orders in the quaternion algebra Bp,∞. The endomorphism rings of the
domain and/or codomain are necessarily part of that encoding. In order to evaluate such an isogeny
at a point, one can smoothen the ideal, i.e. find an equivalent ideal of smooth norm (for instance
of norm ℓn for some fixed small ℓ and some n ≥ 1). This can be done, at least heuristically, using
an algorithm by Kohel–Lauter–Petit–Tignol (KLPT) [KLP+14]. This representation in terms of
ideals is at the heart of (the first version of) the SQIsign signature protocol, which predates the
attacks on SIDH [DKL+20].

2.1.4 The HD and CRT representations

The idea of the HD (higher-dimensional) representation, now fundamental in isogeny-based cryp-
tography, relies on embedding any isogeny between p.p. abelian varieties of some dimension g
(often g = 1) as a component of an isogeny of smooth degree in dimension 2g, 4g or 8g between
product abelian varieties, using Kani’s lemma below as the key tool.

Recall that for an integer n ≥ 1, an isogeny ϕ : A → B between p.p. abelian varieties of
dimension g is called an n-isogeny if ker(ϕ) ⊂ A[n] is maximal isotropic for the Weil pairing,
and B is endowed with the natural principal polarization that exists on the quotient A/ kerϕ as in
Proposition 1.1.18. Equivalently, we have λ−1A ◦ ϕ∨ ◦ λB ◦ ϕ = [n]A, where λA and λB denote the
principal polarizations on A and B respectively.

Theorem 2.1.7 (Kani’s lemma). Let g ≥ 1 and let n1, n2 ≥ 1 be coprime integers. Consider a
commutative square of isogenies between p.p. abelian varieties of dimension g over any field k:
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A0 A1

A2 A12

ϕ1

ϕ2 ϕ′
2

ϕ′
1

where ϕ1, ϕ
′
1 are n1-isogenies and ϕ2, ϕ

′
2 are n2-isogenies. Denote the principal polarizations on

A0, A1, A2, A12 by λ0, λ1, λ2, λ12 respectively. Then the isogeny

Φ =

(
ϕ1 λ−11 ◦ ϕ′∨2 ◦ λ12
−ϕ2 λ−10 ◦ ϕ′∨1 ◦ λ1

)
: A0 ×A12 → A1 ×A2

is an (n1 + n2)-isogeny, where A0 × A12 and A1 × A2 are endowed with the product polarizations.
The kernel of Φ is the following maximal isotropic subgroup in A0 ×A12[n1 + n2]:

kerΦ = {(λ−10 ◦ ϕ∨1 ◦ λ1(P ), ϕ′2(P )) : P ∈ A1[n1 + n2]}
= {(−λ−10 ◦ ϕ∨2 ◦ λ2(P ), ϕ′1(P )) : P ∈ A2[n1 + n2]}
= {(n1P, ϕ′2 ◦ ϕ1(P ) : P ∈ A0[n1 + n2]}.

The proof uses the following lemma.

Lemma 2.1.8. Let A1, . . . , Ar, B1 . . . , Bs be principally polarized abelian varieties over k, and
denote their principal polarizations by λ1, . . . , λr, λ′1, . . . , λ′s. Let Φ : A1×· · ·×Ar → B1×· · ·×Bs be
any morphism representing by a matrix M = (Φi,j), where Φi,j : Ai → Bj. Then the morphism Φ∨ :
B∨1 × · · · ×B∨s → A∨1 × · · · ×A∨r is represented by the matrix M ′ = (m′i,j) with m′i,j = Φ∨j,i.

Proof. This is obvious from the definition of duals in terms of line bundles.

Proof of Theorem 2.1.7. By Lemma 2.1.8, we have

(λ0 × λ12)
−1 ◦ Φ∨ ◦ (λ1 × λ2) =

(
λ−10 ◦ ϕ∨1 ◦ λ1 −λ−10 ◦ ϕ∨2 ◦ λ2

ϕ′2 ϕ′1

)
: A1 ×A2 → A0 ×A12.

Then, a direct matrix computation yields

(λ0 × λ12)
−1 ◦ Φ∨ ◦ (λ1 × λ2) ◦ Φ =

(
λ−10 ϕ∨1 λ1ϕ1 + λ−10 ϕ∨2 λ2ϕ2 0

0 ϕ′2λ
−1
1 ϕ′∨2 λ12 + ϕ′1λ

−1
2 ϕ′∨1 λ12

)
=

(
n1 + n2 0

0 n1 + n2

)
= [n1 + n2]A0×A12

.

In the first line, we used that ϕ′1 ◦ ϕ2 = ϕ′2 ◦ ϕ1.

Theorem 2.1.7 still holds when n1 and n2 are not coprime, with one exception: in that case,
there is no known simple expression for kerΦ. A commutative square of isogenies as in the theorem
is sometimes called an isogeny diamond.

We now use Kani’s lemma to construct an efficient representation of all isogenies between elliptic
curves over finite fields, be they of smooth degree or not. For a given isogeny ϕ : E → E′ of degree d,
choose an integer N = ℓ1 · · · ℓr, a product of small primes coprime to d, such that N > d. The goal
is to use Kani’s lemma to embed ϕ as a component of an N -isogeny in higher dimensions. There
are several possibilities. (We allow ourselves to identify elliptic curves with their duals.)
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1. If N − d = a2 is a perfect square, we consider the isogeny diamond

E E

E′ E′

ϕ

[a]E

ϕ

[a]E′

By Kani’s lemma, the isogeny Φ =

(
a ϕ∨

−ϕ a

)
: E × E′ → E × E′ is an N -isogeny.

2. If N − d = a21 + a22 is a sum of two squares (already a far more common occurrence), then
constructing an (N − d)-isogeny from E is not obvious. However, the isogeny

ϕ1 =

(
a1 a2
−a2 a1

)
: E2 → E2

is (by Kani’s lemma) an (a21+a
2
2)-isogeny. After doing this, we should construct a d-isogeny ϕ2

with domain E2 that includes ϕ as one of its components: we can simply take

ϕ2 =

(
ϕ 0
0 ϕ

)
: E2 → E′2,

giving rise to the desired isogeny diamond. By Kani’s lemma,

Φ =


a1 a2 ϕ∨ 0
−a2 a1 0 ϕ∨

−ϕ 0 a1 −a2
0 −ϕ a2 a1

 : E2 × E′2 → E2 × E′2

is an N -isogeny in dimension 4.

3. Otherwise, N − d will always be a sum of 4 squares a21 + a22 + a23 + a24. This time, we go to
dimension 8: the endomorphism

ϕ1 =


a1 a2 a3 a4
−a2 a1 −a4 a3
−a3 a4 a1 −a2
−a4 −a3 a2 a1

 : E4 → E4

is an (N−d)-isogeny, allowing us to embed ϕ as a component of an N -isogeny Φ : E4×E′4 →
E4 × E′4 in dimension 8.

Theorem 2.1.9 (The HD representation). For a prime power q, let Φq be the collection of all
isogenies between elliptic curves over Fq. To an isogeny ϕ : E → E′ in Φq, we associate data Dϕ

consisting of:

• E, E′, and d = deg ϕ;

• a collection of small distinct primes ℓ1, . . . , ℓr, prime to d, such that N = ℓ1 · · · ℓr > d;
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• k = 1, 2, or 4 integers denoted by a, (a1, a2) or (a1, a2, a3, a4) whose squares sum to N − d;

• the following representation of the N -isogeny Φ in dimension 2k constructed above. We know
that there exists p.p. abelian varieties A1, . . . , Ar−1 of dimension 2k and isogenies

Ψ1 : Ed × E′d → A1, Ψ2 : A1 → A2, . . . , Ψr : Ar−1 → E4 × E′4

such that each Ψi is an ℓi-isogeny and Φ = Ψr ◦ · · · ◦ Ψ1. The representation of Φ consists
of the abelian varieties A1, . . . , Ar−1 in the theta model together with polynomial formulas
describing Ψ1, . . . ,Ψr, as in Proposition 2.1.4.

Then this data defines an efficient representation for the family of all elliptic curve isogenies (Φq)
with respect to the obvious algorithms Domain, Codomain, and Degree, and the algorithm Eval
constructed as in Proposition 2.1.4 and followed by projection onto one of the components.

Proof. Straightforward.

A key feature of the HD representation is that the kernel of Φ in Kani’s lemma can be constructed
from the image of ϕ at ℓ-torsion points for ℓ ∈ {ℓ1, . . . , ℓr}. In [Rob24, §2.4], providing these images
is called the “kernel version” of the HD representation, but it feels like this representation deserves
its own name.

Theorem 2.1.10 (The CRT representation). Define Φq as in Theorem 2.1.9. To an isogeny ϕ :
E → E′ in Φq, we associate data Dϕ consisting of:

• E, E′, and d = deg ϕ;

• a collection of small distinct primes ℓ1, . . . , ℓr prime to d such that N = ℓ1 · · · ℓr > d;

• for each 1 ≤ i ≤ r, a basis (Pi, Qi) of E[ℓi](Fq), as well as the points ϕ(Pi), ϕ(Qi) on E′.

Then this data defines an efficient representation for the family of (Φq) of all elliptic curves isogenies
that is equivalent to the HD representation.

The name “CRT” stems from the isomorphism E[N ] ≃
∏
iE[ℓi] given by the Chinese remainder

theorem. We use a basis of the right hand side to encode the action of ϕ on N -torsion points.

Proof. First, we show that the CRT representation can be efficiently transformed into the HD
representation. This implies that the CRT representation is efficient. Let ϕ : E → E′ be an isogeny
of degree d. (E, E′ and d are known as part of the CRT representation.) We first compute integers
a1, a2, a3, a4 whose squares sum to N − d; this can also be done in time Poly(log d) [RS85].

By Theorem 2.1.7, ϕ (or rather −ϕ) appears as a component of an explicit N -isogeny Φ :
E4 × E′4 → E4 × E′4. Its kernel is

kerΦ = {((N − d)P,Mϕ(P )) : P ∈ E4[N ]}.

By isogeny factorization, Φ can be written as a composition Ψ1 ◦ · · · ◦ Ψr where each Ψi is an ℓi-
isogeny between p.p. abelian varieties of dimension 8. Moreover, the intermediate abelian varieties
are principally polarizable by Proposition 1.1.18.

Next, we compute kerΨ1 by mapping the given basis of E4[ℓi] through the above formula.
Then, we compute Ψ1 : E4 × E′4 → A1. This uses the algorithms products and quotients from
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Theorem 2.1.1. The kernel of Ψ2 is now the image under Ψ1 of the same construction starting
from E[ℓ2], and we continue. In the end, we construct a p.p. abelian variety Ar that we know is
isomorphic to E4×E′4 with its product polarization, and r isogenies Ψ1, . . . ,Ψr. We decompose Ar
as a product of elliptic curves using Theorem 2.1.1 to conclude.

Conversely, the fact that the HD representation can be efficiently transformed into the CRT
representation is a special case of the next theorem.

In fact, an encoding of an isogeny ϕ in the CRT representation can be constructed as soon as
we know ϕ in any another efficient representation: the HD representation is “universal”.

Theorem 2.1.11. Consider any efficient representation of some family of isogenies Φ = (Φq)q with
respect to some algorithmic representation of elliptic curves. Then one can construct an algorithm
which, given q and an encoding of some isogeny ϕ of degree d in the chosen representation, outputs
an encoding of ϕ in the CRT representation in time Poly(log q, log d).

Proof. First, we apply Degree, Domain and Codomain to obtain the two elliptic curves E,E′
and the degree d of ϕ : E → E′. Next, we choose small distinct primes ℓ1, . . . , ℓr prime to deg ϕ
such that N = ℓ1 · · · ℓr > deg ϕ: this can be done in time Poly(log d), with r = O(log d) and
maxi ℓi = O(log d). For each i, we generate a basis (Pi, Qi) of E[ℓi](F q) as in Theorem 2.1.1. These
points are defined over extensions of Fq of degree Poly(log d). Finally, we apply the algorithm Eval
to obtain ϕ(Pi) and ϕ(Qi) for each i.

Remark 2.1.12. One could similarly define HD representations of isogenies in higher dimensions,
but if we do it in the straightforward way, it would only cover isogenies between p.p. abelian varieties
that are n-isogenies for some integer n ≥ 1, as in the above definition. This becomes a nontrivial
restriction as soon as g > 1.

2.1.5 Algorithms on efficient representations

To conclude this section, we discuss algorithms taking isogenies in efficient representation as input,
and which output other isogenies in efficient representation. We are somewhat agnostic of what
the representation really is, and only use the algorithms provided by Definition 2.1.2. To be more
concrete, one can always think about isogenies in HD or CRT representation by Theorem 2.1.11.

Testing equality. We rely on the following lemma.

Lemma 2.1.13. Let ϕ, ϕ′ : E → E′ be isogenies of the same degree d. If ϕ and ϕ′ agree on 4d+ 1
distinct points on E, then ϕ = ϕ′.

Proof. The degree map on Hom(E,E′) begaves like a quadratic form (as can be seen from Theo-
rem 1.1.29), so deg(ϕ− ϕ′) ≤ 4d.

This lemma is tight: for every n ∈ Z, [n]E and [−n]E both have degree n2 and agree on the 4n2

points of E[2n](Fp). The algorithm Eq testing the equality of isogenies in efficient representation
then works as follows.

1. Test that the degrees, domains and codomains of ϕ and ϕ′ are the same.

2. Pick a sequence of small primes ℓ1, . . . , ℓr such that ℓ21 · · · ℓ2r bigger than 4d + 1; this can be
done in time Poly(log d).
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3. For each 1 ≤ i ≤ r, generate a basis (Pi, Qi) of E(Fp)[ℓi], and check that ϕ(Pi) = ϕ′(Pi)
and ϕ(Qi) = ϕ′(Qi).

The algorithm Eq runs in time Poly(log q, log d).

Negation and sum. If ϕ, ϕ′ : E → E′ are two isogenies in efficient representation, we are asked
to compute efficient representations of −ϕ and ϕ + ϕ′. We already know their domain, codomain,
and how to evaluate them efficiently (first evaluate ϕ and ϕ′, then apply the group law on E′.) We
also know the degree of −ϕ, so the only nontrivial step is to be able to compute the degree of ϕ+ϕ′,
as required by Definition 2.1.2.

For this, we use the Weil pairing. We already know that deg(ϕ + ϕ′) ≤ M = 4(deg ϕ)(deg ϕ′).
Pick small primes ℓ1, . . . , ℓr such that ℓ1 · · · ℓr > M , and for each i, construct a basis (Pi, Qi)
of E[ℓi]. Then

eℓi(ϕ(Pi) + ϕ′(Pi), ϕ(Qi) + ϕ′(Qi)) = eℓi(Pi, Qi)
deg(ϕ+ϕ′).

We can compute the Weil pairings and solve the discrete logarithm problem in time Poly(q, ℓi), so
we gain access to deg(ϕ+ ϕ′) mod ℓi. Finally, we use Chinese remainders to compute deg(ϕ+ ϕ′).
In the end, we obtain two algorithms Neg and Sum on isogenies in efficient representation which
run in polynomial time in log q and the log of the degrees.

Composition. Composing isogenies in efficient representation is easier than summing, as the
degree of a composition is the product of the degrees.

The dual isogeny. Let ϕ : E → E′ be an isogeny of degree d. The dual isogeny ϕ∨ : E → E′

also has degree d. In order to compute a CRT representation of ϕ∨, we start from a CRT basis
((Pi, Qi))1≤i≤r of E[N ] where N = ℓ1 · · · ℓr, on which the images of ϕ are known. Then, assuming
that each prime ℓ is coprime to d, the tuple (ϕ(Pi), ϕ(Qi))1≤i≤r is a CRT basis of E′[N ]; moreover,
for every 1 ≤ i ≤ r, we have

ϕ∨(ϕ(Pi)) = dPi and ϕ∨(ϕ(Qi)) = dQi.

This provides a CRT representation of ϕ∨.

Dividing by integers. Here we are given an isogeny ϕ : E → E′ in CRT representation and
an integer m ≥ 1. We describe an algorithm Division which, on this input, either returns ψ :
E → E′ (in CRT representation) such that ϕ = mψ if it exists, or a failure symbol ⊥, in time
Poly(q, log deg ϕ, logm). Simply, we can assume that the CRT modulus N is prime to m; then one
can divide the images of ϕ by m (i.e. perform scalar multiplications by the inverse of m modulo ℓi).

This provides an efficient representation of ϕ/m if this is actually an isogeny. How can we decide
whether the obtained CRT data encodes a valid isogeny? Well, we attempt to transform it into
an HD representation as in Theorem 2.1.11. If the codomain of the isogeny Φ is not isomorphic
to E4 × E′4, then we output ⊥. If it is, then the components of Φ yield finitely many honest
morphisms E → E′ in efficient representation, and we can check that ϕ/m is one of them with the
equality algorithm.
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Isogeny factorization. More generally, if we have two isogenies ϕ : E → E′ and ψ : E → E′′ in
efficient representation, we wish to compute an isogeny η : E′ → E′′ such that ψ = η ◦ϕ in efficient
representation, or ⊥ if such an η does not exist. In order to do this, we can simply write

ϕ ◦ ψ∨ = dη

where d = degψ, and apply the composition and division algorithms.

Splitting isogenies of coprime degrees. Here we assume that n1, n2 are coprime integers,
and we are given an isogeny ϕ : E → E′ of degree n1n2 in efficient representation. There exists
an elliptic curve E′′ as well as isogenies ϕ1 : E → E′′ and ϕ2 : E′′ → E of degree n1 and n2
respectively, and such that ϕ = ϕ2 ◦ϕ1. We are asked to compute E′′ as well as the isogenies ϕ1, ϕ2
in efficient representation.

If n1 + n2 is smooth, then the problem is easy: by Kani’s lemma, we have an isogeny diamond
and we can compute kerΦ, then Φ from its kernel. We obtain E′′ as one of the factors of the
codomain of Φ, and the required isogenies as components of Φ.

In general, we pad ϕ with extra isogenies. The goal will be to find efficient endomorphisms ψ1, ψ2

of E and E′ respectively, of respective degrees u, v, such that un1 and vn2 are coprime and un1+vn2
is a product of small distinct primes. We can then split the isogeny ψ2 ◦ϕ◦ψ1 as ψ2 ◦ϕ′2 and ϕ1 ◦ψ1

using the above method in the smooth case. Finally, we apply the isogeny factorization algorithm
to recover efficient representations of ϕ′2 and ϕ1.

Note that for every N > n1n2, there exist (efficiently computable) u, v ≥ 0 such that N =
un1+vn2. If u and v are squares, then we can choose ψ1 and ψ2 to be scalar multiplications; in the
worst case, u and v are sums of 4 squares, and we can find ψ1 and ψ2 in dimension 4 in a similar
way to the HD representation.

Remark 2.1.14. This splitting algorithm can for instance be applied as follows. Let E/Fp2 be
a supersingular curve with known endomorphism ring; such a curve can for instance be obtained
from the reduction of a CM elliptic curve in characteristic zero. In order to generate an isogeny of
some chosen degree n from E, we choose a product N > n of small distinct prime numbers (coprime
to n), generate an endomorphism of E of degree n(N − n), and let ϕ : E → E′ be the first part of
the splitting.

Another example is that in the setting of the CM group action, we can evaluate the action of
a non-smooth ideal I as well: we only have to find two equivalent ideals J1, J2 of coprime norms,
and split the endomorphism ϕ∨J2 ◦ ϕJ1 , which we know how to efficiently evaluate.

Pushforwards of coprime degrees . Given two isogenies ϕ : E → E1 and ψ : E → E2 of
coprime degrees, we ask to compute an elliptic curve E′ efficient representations of the isogenies ϕ′ :
E2 → E′ and ψ′ : E1 → E′ such that the diagram

E E1

E2 E′

ϕ

ψ ψ′

ϕ′

commutes. This can be done as follows: applying the dual and composition algorithms, we com-
pute an efficient representation of ψ ◦ ϕ∨ : E1 → E2. Then, we apply the splitting algorithm to
compute E3, ψ′ and ϕ′.
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2.1.6 Some open problems

The notion of efficient representation of isogenies is a recent one, and the following problems,
suggested in [Rob24, §7], are still open.

1. Given an elliptic curve E and a point P on E of order n (say defined over the base field), how
can we compute an efficient representation of the degree n isogeny ϕ : E → E/⟨P ⟩ in time
Poly(log q, log n)? The best known algorithms have complexity at least

√
n, so exponential

in log n.

2. Are there splitting and pushforward algorithms for efficient representations of isogenies of
non-coprime degrees?

3. Given a supersingular elliptic curve E, can we construct an isogeny of any degree from E in
efficient representation without knowing its endomorphism ring?

4. As seen above, we can evaluate the CM action for ideals of any norm, i.e. we can walk
horizontally in ℓ-isogeny volcanoes, where ℓ is a large prime, in time Poly(log ℓ). Can we walk
up and down in the volcano in time Poly(log ℓ) as well?

Finally, going beyond the framework of polynomial-time algorithms and Definition 2.1.2, an
ongoing research effort is to make the above algorithms as efficient as possible to accelerate the
cryptographic schemes they appear in.

2.2 The Charles–Goren–Lauter hash function
The CGL hash function is historically the very first cryptographic scheme based on isogenies,
specifically on 2n-isogenies between supersingular elliptic curves over a finite fields. In this section,
we review its construction, and reduce its security properties to certain well-posed computational
problems on isogenies.

2.2.1 Cryptographic hash functions

Before we present the CGL hash function proper, we digress and discuss cryptographic hash func-
tions in general.

Definition 2.2.1. A family of cryptographic hash functions (Hλ), indexed by an integer parame-
ter λ (the security parameter), is a family of functions

Hλ,s : {0, 1}∗ → {1, . . . , Nλ}

where Nλ ≥ 1, indexed by seeds s ∈ Sλ where Sλ is a finite set, with the following properties:

1. (Efficiency.) Nλ = Poly(λ), and evaluating Hλ,s given s ∈ Sλ on a string of length n can be
done in Poly(n, λ) operations.

2. (Preimage resistance.) Given random s ∈ Sλ and x ∈ {1, . . . , Nλ}, it must be infeasible for
any polynomial-time adversary to recover a preimage y ∈ {0, 1}∗ of x via Hλ,s. More formally,
if A is any polynomial-time algorithm that, given λ and random x, s, attempts to output y,
the probability of success of A is O(2−λ).
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3. (Collision resistance.) It must be infeasible for any polynomial-time adversary to compute
binary strings y ̸= y′ such that Hλ,s(y) = Hλ,s(y

′). More formally, if A is any polynomial-time
algorithm that, given λ and a random s, attempts to output such y, y′, then the probability
of success of A is O(2−λ).

Remark 2.2.2. Perhaps a more meaningful definition, that would make sense of the statement
that a given H is a cryptographic hash function with 128 or 256 bits of security (i.e. λ→ ∞ is not
allowed), would be to require (for instance, in the case of preimage resistance) that the probability
of success of any algorithm A is at most 2−λ times the number of binary operations performed
by A. This would then require to define what a “binary operation” exactly is. I’m not sure if such
a formal definition has been written down somewhere.

A typical use case of cryptographic hash functions are digital signatures: in order to sign a
message m, the honest prover picks a random seed s, computes Hλ,s(m), and uses this hash as
input to the signature protocol. An adversary could perhaps be able to fake their way through the
signature protocol for certain well-chosen inputs h, but preimage resistance guarantees they won’t
be able to find any message matching this signature. On the other hand, if adversary can construct
two messages m ̸= m′ such that Hλ,s(m) = Hλ,s(m

′), ask an authority to sign the (completely
normal) message m, and get a signature that is also valid for the (malicious) message m′. Collision
resistance guarantees this does not happen.

2.2.2 Construction of the CGL hash functions

We follow the original paper [CLG09]. Pick a security parameter λ, and choose a prime number p
of bit length λ such that p = 1 mod 12. We consider the isogeny class V of minimal supersingular
elliptic curves over Fp2 with all endomorphisms defined; the seed space Sλ is the set V itself. We
consider the supersingular ℓ-isogeny graph G(p, ℓ) on the vertex set V as defined in Definition 1.5.1,
and take ℓ = 2. By Proposition 1.5.2, G(p, 2) is an undirected, 3-regular graph.

We also pick an arbitrary total order on the set V (for instance, by picking an arbitrary total
order on Fp2 , and ordering elliptic curves by their j-invariants.) In order to evaluate Hλ,s on a bit
string m of length n, we perform a non-backtracking walk in G(p, 2) as follows:

• The starting point is E = s.

• For each 0 ≤ i ≤ n, we look at the three neighbors of the current curve E in G(p, 2), discard
the curve we came from at the previous step (an arbitrary one, say the biggest, if i = 0) and
order the two others as E0 < E1. Next, we replace the current curve E by Emi

.

• Finally, we output Hλ,s(m) = j(E) ∈ Fp2 .

This hash function is not especially pratical: for every bit of the message, we have to compute
2-isogenies between elliptic curves, which involves several arithmetic operations over Fp2 . Neverthe-
less, it is efficient in the sense of Definition 2.2.1. Note that the generalization of this construction
to higher dimensions might, perhaps surprisingly, be more efficient, mainly due to the fact that the
higher number of 2-isogenies allows one to process several bits of the message at once [KMM+24].

Why should we believe that the CGL family is a family of cryptographic hash functions? Since
P ̸= NP is still a conjecture, this can only be proven if we assume that certain computational
problems are hard. The aim of a security proof, or security reduction, is then to show that, if an
adversary was able to break the preimage resistance (say) of the CGL hash functions, then they
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would also be able to solve these computational problems. We introduce these hard problems, and
give the security proofs, in §2.3.

At this point, let us only mention that in the security proof of collision resistance, it is crucial
that the seed s in the CGL hash function is taken (very close to) uniformly at random. How can
we sample random supersingular elliptic curves? The best currently known way is to start from
any vertex in the ℓ-isogeny graph, perform a random walk in the graph, and output its endpoint.
It turns out that the probability distribution of this output is very close to the uniform even when
the random walk is quite short (of length O(log p)), because the supersingular ℓ-isogeny graphs are
good expander graphs. In the rest of this section, we discuss expander graphs in general, and state
that supersingular isogeny graphs are Ramajan (i.e. expander) with a brief sketch of proof.

2.2.3 Expander graphs

For simplicity, we only discuss d-regular, undirected graphs. Given such a graph G with vertex
set V and edge set E, and an ordering v1, . . . , vn of v, we define the adjacency matrix A(G) of G
to be the n × n matrix whose (i, j) entry is the number of edges from vi to vj . It is a symmetric
real matrix because G is undirected.

In fact, we can also view A(G) as the matrix of a self-adjoint operator on a finite-dimensional
Hilbert space, as follows. Let L2(V ) be the vector space of functions f : V → C endowed with the
hermitian product

⟨f, g⟩ =
∑
v∈V

f(v)g(v).

The adjacency operator associates to each f ∈ L2(V ) the function h : V → C such that for
each v ∈ C,

h(v) =
∑

w neighbor of v

f(w)

In this sum, neighbors are counted with multiplicities if multiple edges are present. There is a
natural basis (f1, . . . , fn) of L2(V ) satisfying fi(vj) = δij (the Kronecker symbol). The matrix of
the adjacency operator in this basis is precisely A(G). As a self-adjoint operator, A(G) admits n
real eigenvalues, which we order as λ1 ≥ λ2 ≥ · · · ≥ λn. We always have λ1 = d and λn ≥ −d by
the triangle inequality, and because the eigenfunction 1 is an eigenvector for the eigenvalue d.

Definition 2.2.3. Let ε > 0. We say that G is a (two-sided) ε-expander graph if λ2 ≤ (1 − ε)d
and λn ≥ −(1− ε)d, in other words if λ1 = d has multiplicity one as an eigenvalue and all the other
eigenvalues of A(G) have absolute value at most (1− ε)d.

There is an upper bound on how good expander graphs can be for a fixed d:

Theorem 2.2.4 ([Nil91]). Let (Gi) be a sequence of d-regular graphs whose number of vertices goes
to infinity with i. Let λ(i)2 and λ(i)n be the second and last eigenvalues of A(Gi). Then we have

max{|λ(i)2 |, |λ(i)n |} ≥ 2
√
d− 1− o(1).

A d-regular graph for which max{|λ2|, |λn|} ≤ 2
√
d− 1 is called Ramanujan. Given the above

theorem, one often says that Ramanujan graphs are “optimal” expander graphs.
There are other possible definitions of expander graphs (in term of edge expansion ratios, for

instance), but the spectral definition as above is convenient to prove the following.
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Proposition 2.2.5. Let G be a d-regular ε-expander graph with n vertices. Let v be a vertex in V .
For each m ≥ 1, let δm denote the probability distribution on V of the endpoint of a random walk
with m steps starting from v; let δ∞ denote the uniform probability distribution on V . Then

∥δm − δ∞∥2 ≤ (1− ε)m.

In particular, ∑
v∈V

∣∣∣δm(v)− 1

n

∣∣∣ ≤ εm
√
n.

Proof. We consider the operator 1
dA(G). Looking at the definition of A(G) and that of a random

walk, we immediately get

1

d
A(G)δm = δm+1 and

1

d
A(G)δ∞ = δ∞,

so
δm − δ∞ =

1

dm
A(G)m(δ0 − δ∞).

The function δ∞ generates the eigenspace of A(G) for the eigenvalue one. The orthogonal sub-
space δ⊥∞ is also stable under A(G), and the operator norm of 1/dA(G) on δ⊥ is at most 1− ε, by
the expander hypothesis. But the projection of δ0 onto δ⊥∞ is precisely

δ0 −
⟨δ0, δ∞⟩
∥δ∞∥22

δ∞ = δ0 − δ∞.

Thus δm − δ∞ ∈ δ⊥∞ for all m, and

∥δm − δ∞∥2 ≤ (1− ε)m∥δ0 − δ∞∥2 ≤ (1− ε)m∥δ0∥22 = (1− ε)m.

The last inequality in Proposition 2.2.5 comes from the usual comparison between ∥·∥2 and ∥·∥1.

The quantity
∑
v∈V |δm(v)− 1

n | is called the total variation distance between δm and the uniform
distribution. In the particularly strong case of Ramanujan graphs, we obtain:

Corollary 2.2.6. Let G be a d-regular Ramanujan graph on n vertices, and let η > 0 Then the
distribution of the endpoint of a random walk of length O((log n − log η)/ log d) starting from any
given vertex in V has statistical distance at most η from the uniform distribution.

Proof. In that case, we have 1− ε = O(1/
√
d).

2.2.4 Supersingular isogeny graphs are Ramanujan

For applications to isogeny-based cryptography, a major theorem is that (undirected) ℓ-isogeny
graphs of supersingular elliptic curves are Ramanujan. This is a difficult theorem from number
theory, but we attempt to sketch its proof nonetheless.

Theorem 2.2.7. Let p = 1 mod 12 be a prime, and let ℓ ̸= p. Then the ℓ-isogeny graph G of
(minimal) supersingular elliptic curves over Fp2 is an ℓ+1-regular Ramanujan graph with (p−1)/12
vertices.
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The congruence assumption on p is only a technical hypothesis ensuring that G is undirected.

Proof sketch. By the Deuring correspondence (Theorem 1), we can identigy L2(G) is the space of
quaternionic modular forms on Bp,∞, and the adjacency operator A(G) is the ℓth Hecke operator
on this space of quaternionic modular forms.

The Jacquet-Langlands correspondence, a key example of the Langlands program, assert that
L2(G) is isomorphic to the space of classical modular forms of level 2 for Γ0(p), and that this
isomorphism preserves the action of the Hecke operators. Under this correspondence, the functions
which sum to zero on G (i.e. the orthogonal of 1) correspond to cusp forms; moreover, the inner
product on L2(G) corresponds to the Petersson inner product on cusp forms.

Next, we use another major theorem in number theory, namely the Ramanujan conjecture proved
by Deligne: the eigenvalues of the ℓth Hecke operator on modular cusp forms of weight 2 for Γ0(p)
have absolute values at most 2

√
ℓ. This is what we had to prove as G is (ℓ+ 1)-regular.

Remark 2.2.8. The Ramanujan property is only known for isogeny graphs of supersingular elliptic
curves: for the natural generalizations of these graphs to dimension 2 (superspecial abelian surfaces),
it is unknown, and even false in general [JZ23].

An important consequence of Theorem 2.2.7 is that one can efficiently sample supersingular
elliptic curves with a distribution that is exponentially close to the uniform distribution: starting
from any vertex, we follow a random ℓ-isogeny walk of length O(log p) and output the result. When
implementing the CGL family of hash functions, it is important to generate the seed in this way
for the security proof of collision resistance.

2.3 Hard problems and security proofs in isogeny-based cryptography
2.3.1 Five hard problems

Here is the list of the main computational problems that isogeny-based cryptography is based on.
We fix a prime number p. Throughout, when we write random, we mean uniformly random, and
all the supersingular elliptic curves we consider are minimal.

Problem 2.3.1 (ℓ-IsogenyPath). Given two random supersingular elliptic curves E,E′/Fp2 and
a prime number ℓ, find a sequence of ℓ-isogenies over Fp2 connecting E and E′.

Problem 2.3.2 (Isogeny). Given two random supersingular elliptic curves E,E′/Fp2 , find an
isogeny E → E′ in efficient representation.

Problem 2.3.3 (OneEnd). Given a supersingular elliptic curve E/Fp2 , find a non-scalar endo-
morphism α ∈ End(E)\Z in efficient representation.

Problem 2.3.4 (EndRing). Given a supersingular elliptic curve E/Fp2 , find endomorphisms
α1, α2, α3, α4 ∈ End(E) in efficient representation such that End(E) = Zα1 + Zα2 + Zα3 + Zα4.

Problem 2.3.5 (MaxOrder). Given a supersingular elliptic curve E/Fp2 , find an order O ⊂ Bp,∞
(specified as Zα+ Zβ + Zγ + Zδ for some quaternions α, β, γ, δ) isomorphic to End(E).

In the Isogeny, OneEnd, and EndRing problems, we could request the efficient represen-
tation to be the CRT or HD representations: the CRT and HD representations are universal
(Theorem 2.1.11), so this would not make the problems any harder.
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These computational problems have been now been publicized and studied for almost 20 years;
there is a good confidence in the community that they are indeed hard problems. Therefore, one
considers that a cryptographic schemes offers strong security guarantees if one can reduce its security
to one of the above problems.

Remark 2.3.6. This is far from being the case for every isogeny-based scheme: their security often
relies on ad hoc computational problems that are introduced at the same time as the scheme itself,
and consequently have not already been the focus of cryptanalytic effort. A typical example of
such an “alternative” problem would be to ask to compute isogenies between supersingular curves
over Fp2 that aren’t uniformly random, but instead are sampled from a probability distribution
arising from the protocol itself, and might perhaps not be well distributed: see e.g. [BDD+24,
Assumption 2]. A more extreme example was the security assumption underlying SIDH [DJP11]
(computing isogenies with extra torsion information), which turned out to be an easy problem.

In the rest of this section, we present security proofs reducing the preimage-resistance of the
CGL family of hash functions to the 2-IsogenyPath problem, and its collision resistance to the
OneEnd problem. These security proofs presuppose that the seed s, a supersingular curve over Fp2 ,
is chosen (very close to) uniformly at random. This suggests the question of how to construct a
random supersingular elliptic curve. An efficient way of doing this is to start from a known curve E0,
compute a chain of random small-degree isogenies, and output the codomain; if we restrict to 2-
isogenies, this amounts to performing a random walk in the graph G(p, 2). It is then necessary
to know that the distribution of the endpoint of relatively short random walks will be close to
undistinguishable from the uniform distribution. This turns out to be true: isogeny graphs of
supersingular elliptic curves are Ramanujan graphs, i.e. optimal expander graphs. We review this
theory in the next subsection.

2.3.2 CGL security reduces to ℓ-IsogenyPath and OneEnd

Proposition 2.3.7. Assume that there exists a polynomial-time algorithm A breaking the preimage-
resistance property of the CGL family of hash functions. Then one can construct a polynomial-time
algorithm B solving the ℓ-IsogenyPath problem with non-negligible probability.

Proof. On input E and E′, algorithm B asks the oracle A for a preimage of E′ under the CGL
hash function with seed E. By assumption A outputs a valid message m whose hash is E′, i.e. a
non-backtracking ℓ-isogeny path from E to E′, with non-negligible probability.

Proposition 2.3.8. Assume that there exists a polynomial-time algorithm A breaking the collision-
resistance property of the CGL family of hash functions. Then one can construct a polynomial-time
algorithm B solving the OneEnd problem with non-negligible probability.

Proof. On input E, the algorithm B asks the oracle A for two distinct messages with the same
hash under the CGL hash function with seed E, i.e. two distinct, non-backtracking ℓ-isogeny paths
E → E1 → · · · → Er and E → E′1 → · · · → E′s = Er to the same elliptic curve. Let ϕ, ψ : E → Er
be the composed isogenies, and onsider the endomorphism ψ∨◦ϕ : E → E. We claim that ψ∨◦ϕ /∈ Z.
Indeed, assume the contrary. Then there exists n ∈ Z such that ψ∨ ◦ ϕ = ±[ℓn]. In particular,
ker(ϕ) ⊂ E[ℓn], and ker(ψ∨) = ϕ(E[ℓn]). Because the paths giving ϕ and ψ are non-backtracking,
both ker(ϕ) and ker(ψ∨) are cyclic groups. On the other hand, E[ℓn] ≃ (Z/ℓnZ)2, so we must
have deg(ϕ) = deg(ψ) = ℓn. Then the relation ψ∨ ◦ ϕ = ±[ℓn] shows that ψ∨ = ±ϕ∨, so ϕ = ±ψ,
i.e. the ℓ-isogeny paths are the same; a contradiction.
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Note that in this security reduction, the assumption that A only has access to the seed E
of the CGL hash function, and nothing else, in crucial. In fact, whoever chooses the seed in an
implementation of the CGL hash function has to be a trusted authority, as they could possibly
know what End(E) is and solve the OneEnd problem on that curve. (Conversely, generating any
non-scalar endomorphism of E of norm a power of ℓ breaks collision resistance.) There is currently
no known way of sampling supersingular elliptic curves at random with no information whatsoever
on their endomorphism rings: the random walk method from §2.2.2 certainly doesn’t achieve this,
as we can track down what the endomorphism rings are along an isogeny walk.

2.3.3 The equivalence between hard problems

To conclude, we discuss the following landmark result.

Theorem 2.3.9 ([Wes22; PW24]). Under the Generalized Riemann Hypothesis (GRH), the five
computational problems ℓ-IsogenyPath, Isogeny, OneEnd, EndRing, and MaxOrder are
equivalent under probabilistic polynomial-time reductions.

This result, together with the security reductions from the last subsection, guarantees for in-
stance that the CGL family of hash functions is cryptographically secure is EndRing is computa-
tionally hard.

Before this theorem, certain heuristic reductions had also been described. We do not present
a full proof of Theorem 2.3.9 (which represents full reseach papers), but instead indicate what the
easy reductions are, and sketch the proofs of some of the harder reductions. We show them as
dashed arrows along with the easy reductions (thick arrows) on the following diagram:

OneEnd

ℓ-IsogenyPath EndRing

Isogeny MaxOrder

From this picture, the ℓ-IsogenyPath and EndRing problems may look, a priori, more difficult
than the others. The easy reductions are as follows:

• OneEnd to EndRing: three (at least) of the basis elements in the output of EndRing do
not lie in Z, and we only need one to solve OneEnd.

• OneEnd to ℓ-IsogenyPath: choose any ℓ′ ̸= ℓ, and let E′ be the codomain of an ℓ′-isogeny
path ϕ from E. Solving ℓ-IsogenyPath provides an ℓn-degree isogeny ψ : E′ → E for
some n ≥ 1. The composition ψ ◦ ϕ is a non-scalar endomorphism of E.

• MaxOrder to EndRing: if we know a basis of End(E) in efficient representation, then we
can compute the Gram matrix of the degree map (seen as a quadratic form on End0(E)) in
this basis: if ⟨·⟩ denotes the corresponding bilinear form, we have ⟨α, β⟩ = 1

2 (αβ
∨ + βα∨),

and we can compute compositions and duals from the algorithms of §2.1.5. Once the Gram
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matrix is known, there is a unique corresponding maximal order in Bp,∞ up to conjugation,
and this order is efficiently computable: see e.g. [Voi21, Thm. 22.1.1].

• MaxOrder to ℓ-IsogenyPath: let E be any supersingular elliptic curve, and E′ an auxil-
iary supersingular curve with known endomorphism ring. Solving ℓ-IsogenyPath provides
us with an ℓ-isogeny chain from E′ to E. We can then compute the left ideal I in End(E′) cor-
responding to the composite isogeny under the Deuring correspondence. The endomorphism
ring of E is isomorphic to the right order of I, which is also efficiently computable.

• Isogeny to ℓ-IsogenyPath: a sequence of ℓ-isogenies from E to E′ is an allowable efficient
representation for the composite isogeny E → E′.

The “heuristic reductions”, on the other hand, are as follows:

• EndRing to OneEnd: starting from an elliptic curve E, one can construct many ℓ-power
degree isogenies ϕ : E → E′ for several distinct small primes ℓ. One can call OneEnd on any
such E′ to get a non-scalar α ∈ End(E′); then ϕ∨ ◦ α ◦ ϕ is also a non-scalar endomorphism
of E. One can hope that the subrings of End(E) these endomorphisms generate will eventually
cover the whole of End(E), leading to a solution of EndRing [EHL+18, §5]. However, it has
been shown that this assumption is false for certain OneEnd oracles [PW24, §1.2].

• ℓ-IsogenyPath to MaxOrder: let E be any supersingular elliptic curve, and E′ an auxiliary
curve with known endomorphism ring. Solving MaxOrder on E provides us with a maximal
order O ⊂ Bp,∞ isomorphic to End(E). Let O′ ⊂ Bp,∞ be isomorphic to End(E′). One
can efficiently compute a connecting ideal I from O′ to O. The Kohel–Lauter–Petit–Tignol
algorithm (KLPT) [KLP+14] then heuristically succeeds in computing another O′-ideal J ,
equivalent to I, of ℓ-power norm; the right order of J is also isomorphic to End(E). We can
then transform J into a sequence of ℓ-isogenies from E to E′.

• OneEnd to Isogeny: starting from an elliptic curve E, one can construct many ℓ-power
degree isogenies ϕ : E → E′ for several distinct small primes ℓ. One can call Isogeny to get
another isogeny ψ : E′ → E, and hope that the composition ψ ◦ϕ (for which we can compute
an efficient representation) is non-scalar.

Note that the dashed arrows still turn the above diagram into a fully connected graph, i.e. our
five computational problems are heuristically equivalent. Finally, we briefly discuss how the above
reductions can be made rigorous.

• Given a OneEnd oracle, one can enrich it by composing the given endomorphisms with
random walks in the ℓ-isogeny graph [PW24, Algorithm 1]. A generalized version of The-
orem 2.2.7, [PW24, Thm. 1.3], then proves that the output of the enriched oracle satisfies
good randomness properties [PW24, Thm. 4.2]. In particular, those properties imply that
the output endomorphisms will eventually generate the endomorphism ring, perhaps with the
help of the division algorithm from §2.1.5 [PW24, Thm. 7.2].

• The reduction of ℓ-IsogenyPath to MaxOrder is proved, under GRH, in [Wes22]: this
technical paper provides adaptations to the KLPT algorithm that turn it into an expected
polynomial-time algorithm [Wes22, Thm. 6.3]. This is the only place where GRH is used.

• Finally, one can show that the above heuristic reduction of OneEnd to Isogeny is actually
valid [PW24, Thm. 8.6].
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