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Karën Fort

karen.fort@loria.fr / https://members.loria.fr/KFort

1 / 47

https://members.loria.fr/KFort


Toward a systemic approach
Advertizing vs publishing
Artificial artificial intelligence
Environmental impact (in a nutshell)
Conflicts of interests

”All your data are belong to us”

What about guidelines?

To finish

2 / 47



Very few systemic approaches to the problem

I [Lefeuvre et al., 2015] (in French): a consequentialist grid for
an ethical assessment of researches and applications

I [Fort and Amblard, 2018] (in French): a deontological,
systemic view on ethics in NLP

I [Bender et al., 2021]: the dangers of large language models
(impact on people a posteriori)
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”Overselling” research results

vs [Bender and Koller, 2020]
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Data production: real humans behind the curtain

[Fort et al., 2011]
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Data and ”informed” consent
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Carbon footprint

[Strubell et al., 2019]

Note: this concerns only 1 source out of
four [Bannour et al., 2021] ⇒ largely under-estimated
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Models trained once and for all?
from a presentation of [Bender et al., 2021]

[Bender et al., 2021]
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Water consumption
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BigTech’s presence in NLP [Abdalla et al., 2023]
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Today’s NLP
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Why it’s important!

18 / 47



Toward a systemic approach

”All your data are belong to us”
Data in NLP
Definition
What Happens to Data?
Back to Consent

What about guidelines?

To finish

19 / 47



20 / 47



Personal Data

https://gdpr-info.eu/art-4-gdpr/

21 / 47

https://gdpr-info.eu/art-4-gdpr/


Sensitive Data
specifically protected ?

https://gdpr-info.eu/art-9-gdpr/
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Sensitive Data: exceptions

https://gdpr-info.eu/art-9-gdpr/
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Sensitive Data: exceptions again

https://gdpr-info.eu/art-9-gdpr/
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Sensitive Data: exceptions again again again

https://gdpr-info.eu/art-9-gdpr/
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Data Lifecycle

Haztowichp - CC BY-SA
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What Consent Means (or not), by c©Boulet
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Informed Consent

The Nuremberg Code (1947) states that consent can be voluntary
only if:

I participants are able to consent

I they are free from coercion

I they comprehend the risks and benefits involved
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Art. 7 GDPR: Conditions for consent (1/2)

https://gdpr-info.eu/art-7-gdpr/
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Art. 7 GDPR: Conditions for consent (2/2)

https://gdpr-info.eu/art-7-gdpr/
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Consequences in Practice

There is no consent if no decision is made:

I opt in vs opt out

I importance of the default settings

I possibility to withdraw one’s consent at anytime

https://www.grosbill.com/
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Guidelines, guidelines everywhere!

[Hagendorff, 2020]
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Guidelines and checklists are great, but won’t fix this

”Currently, AI ethics is failing in many cases. Ethics
lacks a reinforcement mechanism. Deviations from the
various codes of ethics have no consequences. And in
cases where ethics is integrated into institutions, it mainly
serves as a marketing strategy. Furthermore, empirical
experiments show that reading ethics guidelines has no
significant influence on the decision-making of software
developers.” [Hagendorff, 2020]
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Beyond Guidelines

Guidelines and checklists are attractive:

I simple

I illusion of exhaustiveness

But they are far from enough:

” Neither the risk analysis informed by engineering
practice, nor the socially informed engineering practice can
be replaced by the other.” [Gurses et al., 2011]
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Making the Most of Guidelines

1. start thinking/discussing without them

2. use them as a complement

3. do not limit your thinking because you checked all the list in
the grid
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Some guidelines I recommend

1. AI HLEG Ethics guidelines for trustworthy AI (EN or FR or
. . . )

2. The consequentialist grid of analysis [Lefeuvre et al., 2015]
(FR)

3. CERNA Machine learning ethics report (FR and EN)

4. CCNE Chatbots ethics report (FR)
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https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://hal.archives-ouvertes.fr/hal-01170630/document
https://www.allistene.fr/files/2019/05/54730_cerna_2017_machine_learning.pdf
https://www.ccne-ethique.fr/sites/default/files/2_cnpen_26nov_210297_web.pdf
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I data is everywhere in NLP

I data lifecycle and ethical hotspots

I consent, consent, consent
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Reading List
Please participate!

ACL ethics committee reading list
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https://github.com/acl-org/ethics-reading-list/blob/main/README.md
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