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Chapter 1

Introduction

1.1 Combinatorics and its history

Combinatorics is an area of mathematics dealing with discrete structures -such as
graphs, matroids, partially ordered sets, permutation groups, partitions- and char-
acterized by its methods. It consists of studying some properties of these objects and
counting them.

First, let us introduce some history (following [6]). Combinatorics had its origins
in the antiquity in the oriental civilization. The first ideas came from the Hindus.

In 1150 CE (common era), Bhaskara -an Indian mathematician- knew the formula
for the number of permutations of n and the formula for the number of k-element
subsets of an n-element set, and maybe other mathematicians knew them before him.
In the first century CE, Chinese documents attest the knowledge of the magic square.
From 900 to 1300, magic squares were studied in great depth by Chinese and Islamic
cultures. From 1200 to 1300, these two cultures exchanged a body of learning and
this knowledge was passed down to the West by Moschopolous, a Byzantine Greek
mathematician. Pascal’s triangle, as it is known today, was yet another interesting
object at those times, when it was named triangle of binomial numbers (the entry
in the n-th row and k-th column is the number of k-element subsets of an n-element
set, where rows and columns are indexed starting from 0). The earliest attested
knowledge of Pascal’s triangle dates back to some texts written between 1200 and
1300, but it is likely that this result was already known at least a century before given
these texts’ references to earlier lost material featuring this result. Therefore, Pascal’s
1665 treatise was not the earliest work on the subject. But Pascal was motivated by
the problem of foreseeing the results of games of chance and this is a relevant bridge
between medieval and modern mathematicians.

In 1665 Pascal presented his treatise. Notice that at the same time Leibniz had
written documents on partitions of integers and other topics, which remain unpub-
lished. Between 1600 and 1700, the connection between algebra and combinatorics
became more transparent. In 1697, De Moivre proved the multinomial theorem,
discovered the principle of inclusion-exclusion and from this he found the formula
for the number of derangements of n objects. In 1736, Euler solved the problem of
Konigsberg bridges, which consists in finding a road passing through the 7 bridges
only once, and proved that this road was not possible. The problem of Kénigsberg
bridges gave rise to the graph theory. Moreover, this Swiss mathematician studied
partitions, where he made notable improvements, and Latin squares.

In the 19th century, Cauchy, Galois and Lagrange studied the groups of permuta-
tions. Moreover, in 1812 Binet and Cauchy worked on the functions permanents. In
1852, Francis Guthrie presented the four-color problem, which states that four colors
are enough to color a map in such a way that any two adjacent regions have different
colors. In the 20th century, MacMahon improved a lot the subfield of enumerative
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combinatorics.
In the second half of the 20th century, combinatorics has developed conspicuously
and the study of pattern avoidance in permutations had its origins.

1.2 Pattern avoidance in permutations

The study of patterns in permutations had its origins in the 1970s and early 1980s
(see [9]). The following definitions introduce the main concept of the topic.

Definition 1.2.1. A permutation of {1,2,...,n} is a word 11175 . .. 7T, with no repeated
letters and such that rr; € {1,2,...,n} foralli =1,...,n. The set of all permutations of
{1,...,n} of size n is denoted by S,,, where the size is defined as |7t| = n for T € S,,.

Definition 1.2.2. A permutation 1 = 772 ... 7T, € Sy, contains the pattern o = 102 . . . 0%
€ Sk if there are iy < ip < ... < iy such that 7;, < m;, if and only if o, < 0y, for all
a,b € {1,2,...,k}. In other words, 1t;, 7, ... is order isomorphic to o. Otherwise, 7t
avoids the pattern o.

Example 1.2.3. The permutation m = 31542 € Ss contains the pattern ¢ = 132 € S3
since 1y 7wty = 154 has the same relative order as 132, but it avoids the pattern ¢’ = 123.

The first systematic study of pattern-avoiding permutations appeared in 1985
in the paper [13] published by Simion and Schmidt, where they proved different
results concerning the enumeration of S, (B) for § C S3. Many problems have been
studied, for example how to count permutations that avoid one or more patterns
or how to discover the generating function for the number of occurrences of one or
more patterns. Pattern avoidance in permutations has been studied in full and has
proved to have connections with other fields of mathematics, computational biology
and theoretical physics. Nowadays there is a considerable collection of results (see,
for example, the second and the third chapter of [9]). The following introduces the
concept of enumeration.

Definition 1.2.4. We define S,,(0) = {m € S, | 7 avoids o} to be the avoidance set of o in
size n. The avoidance sequence of o is the integer sequence |S1(o)|, |S2(o)|,|S3(0)], ...
Let B be a set of patterns. Similarly, we define S,(B) = {m € S, | mavoids 0,0 € B}
to be the avoidance set of B in size n. The avoidance sequence of B is the integer sequence

S1B)I [S2(B)], [S3(B)] - - -

From a combinatorial point of view, permutation patterns have been useful as an
interpretation that establishes connections between many combinatorial structures.
The avoidance sequences count a very big number of well-known combinatorial
structures, explaining the interpretation mentioned before.

1.3 Pattern avoidance in inversion sequences

There is a more recent study in pattern avoidance, but this time concerning inversion
sequences. I start to define them and another concept that relates to their name.

Definition 1.3.1. An inversion sequence of length n is any integer sequence (e, ea,. .., ey)
suchthat 0 <e; <iforalli € {1,...,n}.

Definition 1.3.2. An inversion of a permutation 7t is a pair (i,j) satisfying i > j and
T < TTj.
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There are several encodings of permutations. A very common one is the bijection
T : S, — I, from the set of permutations of size n to the set of inversion sequences
of length n, where T(71) = (e1,e,...,en) and ¢; =| {j < i:7m; > 7;} |. Note that if
you sum the entries of the image of 7t you obtain the number of inversion of 7t and
this gives rise to the name inversion sequences.
Two other examples of codings of S, are the Lehmer code L and the invcode (the
reverse of Lehmer code). Lete = (eq,ez,...,e,) € I, and E be a set of sequences,
then we define e?R = (ey, e, 1,...,e1) and ER = {eR : ¢ € E}. Moreover, let
m = (m,m,...,m) € Sy and P be a set of permutations, then we define 7 =
n+1—m,n+1—m,...,n+1—7m,)and P¢ = {n" | © € P}. The Lehmer code
sends 71 € S, toe € IR whereej =| {i > j: m; < 71;} |. The invcode sends 7 € S,
to e € I, where eR = L(7). We can observe that invcode(rr) = e if and only if
e = T((rt®)R). Another observation is that if T(7r) = e, then 7t; > 7;, 1 (thatis,iisa
descent of 77) if and only if e; < e;1; (thatis, i is an ascent of e).
These correspondences led to studying pattern avoidance in inversion sequences
much in the same way as pattern avoidance in permutations. So these connections
were a natural bridge between the two interesting topics of pattern avoidance. How-
ever, the translation from pattern containment in permutations to pattern contain-
ment in inversion sequences is not immediate.

In the sequel I give some definitions.

Definition 1.3.3. A pattern is an integer sequence p = p1pz ... px withp; € {0,1,...,k—
1} for all i, where p; can take the value j only if j — 1 appears in p.

Definition 1.3.4. The reduction ofa word p = p1pa ... px € {0,1,...,k — 1}* is the word
obtained by replacing all the occurrences of the ith smallest entry of p with i — 1.

Example 1.3.5. The reduction of 31140 is 21130.

Definition 1.3.6. An inversion sequence e of length n contains the pattern p = p1pz ... pk
if there are iy < ip < ... < iy such that the reduction of the subsequence e;e;, . ..e; is p.
Otherwise, e avoids the pattern p.

Example 1.3.7. The inversion sequencee = (0,0,2,1,4) € I5 contains the pattern p = 012
since the reduction of epeses = 014 is 012, but it avoids the pattern p’ = 210.

While pattern-avoiding permutations have been extensively studied in the liter-
ature, the systematic study of pattern-avoiding inversion sequences appeared for
the first time around 2015 in the papers published by Corteel-Martinez-Savage-
Weselcouch [4] and Mansour-Shattuck [11] independently. Both were motivated to
bring the study of patterns in inversion sequences at the same level as the study of
patterns in permutations. Permutations and inversion sequences are considered as
words over IN and while patterns in permutations can have only distinct entries,
patterns in inversion sequences can have repeated values. The first authors studied
inversion sequences that avoid permutations and words of length 3, the second ones
studied inversion sequences that avoid permutations of length 3: together they con-
tributed to the almost completeness of the enumeration of inversion sequences that
avoid one pattern of length 3.

In the following two more definitions.

Definition 1.3.8. We define I,(p) = {e € I, | e avoids p} to be the avoidance set of p in
length n. The avoidance sequence of p is the integer sequence |I1(p)|, | L(p)|, |I(p)|,- ..
with the convention that |Ip(p)| = 1.

Let B be a set of patterns. Similarly, we define I,(B) = {e € I, | e avoids p,p € B} to
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be the avoidance set of B in length n. The avoidance sequence of B is the integer sequence
|L(B)|, | 12(B)|, | Is(B)|, ..., with the convention that |Io(B)| = 1.

Definition 1.3.9. A refinement of the avoidance set 1,(p) is I, x(p) = L,x N L,(p), where
In,k = {8 el,:e, = k}

Let B be a set of patterns. Similarly, we define I, x(B) = Ly x N I,(B), where I, = {e € I, :
en = k}, to be a refinement of the avoidance set I,,(B).

Definition 1.3.10. Two patterns are equivalent if they provide the same avoidance sets; two
patterns are Wilf-equivalent if their avoidance sequences are the same.

Remark 1.3.11. The origin of the name "Wilf-equivalent” is to attribute to the American
mathematician Herbert Wilf. The concept was defined for permutation classes: two permu-
tation classes are Wilf-equivalent if they have the same number of permutations of size n, for
every 1.

The involvement and the study of patterns in inversion sequences have increased
since the publication of these papers and hence many enumeration results and many
connections to well-known combinatorial families have been discovered. But there
were not only connections between some avoidance sequences and some well-known
combinatorial sequences: some pattern-avoiding inversion sequences create some
sequences that were not in the On-Line Encyclopedia of Integer Sequences (OEIS)
before. Moreover, pattern-avoiding inversion sequences are simpler interpretations
of some combinatorial sequences than known interpretations as pattern-avoiding
permutations or other discrete structures. Duncan and Steingrimsson studied one
of the most relevant subset of inversion sequences: the ascent sequences (see [5]).
Surprisingly, this happened a little before the work on inversion sequences.

Now I quickly present the different types of pattern that have been investigated
after the classical words of length 3.

The first type I present are the triples of relations, proposed by Martinez-Savage
[12].

Definition 1.3.12. A triple of relations is a triple (o1, p2, 03) of binary relations, where the
relations are in the set {<,>,<,>,=,#,—} and the relation "—" on a set S means that
x—yforallx,y €S xS.

Example 1.3.13. (=, <, —) is a pattern of relation triples.

Definition 1.3.14. An inversion sequence e of length n contains the triple of relations
(01,02, 03) if there are i < j < k such that eip1e;, ejozey and ejpser. Otherwise, e avoids

(1, p2,p3)-
Example 1.3.15. The inversion sequence e = (0,0,0,1,4) € Is contains the pattern

(=, <, —) since for example ey = ey < es, but the inversion sequence ¢ = (0,1,2,2,1)
avoids it.

Remark 1.3.16. Generally this type of pattern represents some multiple classical patterns
of length 3.

Example 1.3.17. I,(>, #,>) = 1,(101,110,201,210).

The number of possible triples of relations is 343 and these 343 patterns subdi-
vide into 98 equivalence classes (which are labeled by A, B, C, etc in a Wilf-equivalence
class) and 63 conjectured Wilf-equivalence classes (which are labeled by a7 := |I7(p)|,
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the number of inversion sequences of length 7 that avoid a pattern p in the Wilf-
equivalence class) (see [12]). Moreover, 5 Wilf-equivalence classes have avoidance
sequences that are ultimately constant.

Many inversion sequences that avoid a triple of binary relations have been enu-
merated.

The second type are the consecutive patterns, proposed by Auli-Elizalde [1].

Definition 1.3.18. A consecutive pattern is a pattern where the entries are underlined.
Example 1.3.19. 021 is a consecutive pattern.

The notion of containment is defined differently than in the case of classical pat-
tern.

Definition 1.3.20. An inversion sequence e of length n contains the consecutive pattern
p = pip2 ... Pk if there exists a consecutive subsequence e;e; 1 . ..ej k1 of e such that its
reduction is equal to p. In this case, we call eje;j1q . .. ejr_1 an occurrence of p in position i.
Otherwise, e avoids p.

Moreover, Em(p,e) = {i : ejej1...ej1x_1 is an occurrence of p}.

Example 1.3.21. The inversion sequence e = (0,1,1,3,2) € I5 contains the pattern
p = 021 since the reduction of eseses = 132 is 021, but the inversion sequence ¢’ =
(0,1,1,3,1) € I5 avoids it (however, it contains the classical pattern 021). Since there are
no other occurrences of 021 in e we have that Em(021,e) = {3}.

Definition 1.3.22. Two consecutive patterns are Wilf-equivalent if their avoidance sequences
are the same; two consecutive patterns are strongly Wilf-equivalent if the number of inver-
sion sequences in I, containing m occurrences of the first pattern is the same as for the
second pattern for all n and m; two consecutive patterns, say p and p', are super-strongly
Wilf-equivalent (p X p') if | {e € I, : Em(p,e) = S} |=| {e € I, : Em(p',e) = S} | for
allnandall S C {1,...,n}.

Several inversion sequences that avoid consecutive patterns of length 3 have
been enumerated and other results involving patterns of length 4 have been founded.
Some results have been generalized to patterns of arbitrary length.

The third type are the vincular patterns, proposed by Lin-Yan [10].

Definition 1.3.23. A vincular pattern is a pattern where some consecutive entries are un-
derlined.

Remark 1.3.24. Equivalently, a vincular pattern is a pattern containing dashes showing the
entries that don’t need to occur consecutively (in Definition 1.3.6, no entries need to occur
consecutively).

Example 1.3.25. 021 (or equivalently 0-21) is a vincular pattern.

Definition 1.3.26. An inversion sequence e of length n contains the vincular pattern p of
length k if there are iy < ip < ... < i such that the reduction of the subsequence e; e;, . . . e;,
is p (disregarding which values are underlined) and such that the underlined entries occur
consecutively. Otherwise, e avoids p.

Example 1.3.27. The inversion sequence e = (0,1,2,3,2) € Is contains the pattern p =
021 since for example the reduction of ereses = 132 is 021, but the inversion sequence
¢’ =1(0,1,2,0,1) € Is avoids it (howeuver, it contains the classical pattern 021).
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Many inversion sequences that avoid vincular patterns of length 3, where two of
the three entries are required to occur consecutively, have been enumerated.

Lastly, I present some operations and statistics on inversion sequences. These
tools will be useful later as they will appear in some proofs.

Definition 1.3.28. The operation oy on an inversion sequence e adds k to the positive el-
ements of e (k can be positive or negative). The result of this operation is not always an
inversion sequence.

The concatenation is another operation on inversion sequences that appends an element at
the beginning or at the end of an inversion sequence: 0-e = (0, ey, ..., e,) (at the beginning
you can append only the 0) and e -i = (ey,ez,...,ey,1) foralli € {1,...,n} (e,+1 can be
at most n). With these constraints the result is an inversion sequence, but this doesn’t hold
in general for concatenation.

The following definition is needed in order to introduce the concept of statistic.

Definition 1.3.29. A combinatorial class C is a set of (discrete) objects equipped with a
notion of size, a function from C to IN, such that there is a finite number of objects of size n
for all natural numbers n. We denote C,, the set of objects of size n and c,, = |Cy|, for all
n>0.

Definition 1.3.30. A statistic is a function from a combinatorial class C to the natural
numbers N (or to the real numbers R).

Definition 1.3.31. Let e = (e, ey, ...,e,) € I,. The following are statistics on e:
o zeros(e) = |{i € {1,...,n} : e; = 0}| = number of zero entries in e;
o dist(e) = |[{e1,e2,...,en}| = number of distinct entries in e;

o repeats(e) = |[{i€{1,...,n—1} :¢; € {ej11,...,en}| = n — dist(e) = number
of repeated entries in e;

o asc(e) = |{ie{l,...,n—1}:e; <ei1}| = number of ascents in ¢;

o maxim(e) = [{i € {1,...,n} : e; = i — 1}| = number of maximal entries in e (that
is, the entries of e having the maximal possible value at their position);

e maxx(e) = max{ey, ey, ..., ey} = maximum value occurring in e;

e last(e) = e, = last entry of e.

1.4 Objective

My master thesis is about a recent development in the study of pattern avoidance in
permutations: pattern-avoiding inversion sequences. In particular, I present some
enumeration results and some Wilf-equivalence results, stressing the various meth-
ods used to obtain them.

In the second chapter, I explain the methods for enumerating families of pattern-
avoiding inversion sequences. The first type of proof will be the one using the com-
binatorial characterization of the considered family of inversion sequences. The sec-
ond type will be the inductive proof. The third type will be the proof by recursive
construction. The fourth type will be the bijective proof. The fifth type will be the
one using generating functions. The sixth type will be the one using generating
trees. The last two types will be the kernel method and the obstinate kernel method,
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respectively. For each of these methods I give a description and I provide some ex-
amples as well as a list of cases falling in this type of proof. This chapter is organized
in sections, one for each method of proof I identified, and subsections, one for each
example I present.

In the third chapter, I conclude with some remarks about the results and about
the topic of pattern-avoiding inversion sequences in general.






Chapter 2

Methods to enumerate
pattern-avoiding inversion
sequences

2.1 Combinatorial characterization

The first method I present is the one using only the combinatorial characterization
of the family of inversion sequences you want to enumerate. Each set of pattern-
avoiding inversion sequences can be described by a combinatorial characterization
(maybe several), which is very useful in order to keep in mind the properties that
the inversion sequences avoiding a certain pattern must have. In these cases, as we
will see in the next two examples, we have a "very constrained structure" (implied
by the avoidance of the patterns) from which we get the enumeration immediately.

In what follows, I present two examples of this method, first proving the charac-
terization and secondly using it to prove the enumerative statement.

2.1.1 First example

The pattern of the first example (presented by Martinez-Savage [12] in subsection
2.4.1 and where no proof is provided) is the triple of relations (<, #, —) and the
inversion sequences avoiding it are characterized in the following way:

Proposition 2.1.1. An inversion sequence e € I, has no i < j < k such that e; < e; # e,
if and only if
O=e1=e=...=¢_ 15 e =¢y1 =...= ¢y (2.1.1)

for some t with1 <t < n.

Proof. “="lete € I, withnoi < j < k such that ¢; < ¢; # ¢;. Assume e does not
satisfy 2.1.1.

Let t be the smallest index such that e; > 0 (if such ¢ doesn’t exist then e is the
inversion sequence (0,0, ...,0), which contradicts the assumption).

Then, since e does not satisfy 2.1.1, there exists an integer /, witht +1 < ¢ < n,
such that e; # ey (t > 1). Butthen we havet —1 <t < fand ¢;_1 < e; # ey, which
contradicts the assumption. Consequently e satisfies 2.1.1.

“«<" let e € I, such that e satisfies 2.1.1.

If we have i < jsuch thate; < ¢j, then all the entries to the right of e; are equal to

ej. So thereisno i < j < k such thate; < e; # e. O

From this we obtain the following enumerative result.

Theorem 2.1.2. |I,(<,#,—)| = (5) + 1.
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Proof. From Proposition 2.1.1 we deduce that e can be the inversion sequence
(0,0,...,0) (the case t = 1) or a sequence composed by t — 1 zeros followed by
n —t + 1 copies of £, where t is such that2 <t < mnand f/issuch that1 < /¢ <t -1
(since e; can be at most t — 1).

The zero inversion sequence contributes 1 to the cardinality of I,,(<, #, —). More-
over, for every t we have t — 1 possibilities of choosing ¢ and since t is between 2 and

n we obtain
n

Z(t—l):’gt:(n_zl)n: (Z)

t=2

possible inversion sequences in addition to the zero inversion sequence. So in total
we have |I,(<, #,—)| = (3) + 1. O

2.1.2 Second example

The patterns of the second example (presented by Yan-Lin [15] in Section 2.2 and
where no proof is provided) are three pairs of classical patterns of length 3 and the
characterizations for each of these pairs are the following;:

Proposition 2.1.3. An inversion sequence e € I,, avoids {001,110} if and only if
e1<ep<...<€ >y =€ =...=¢€y (2.1.2)
forsomet withl <t < n.

Proof. “="lete € I, such that e avoids {001,110}. Suppose e does not satisfy 2.1.2.

Let t be the smallest index such thate; > ¢;,1 (if no such t exists set t = n and then
e satisfies 2.1.2, obtaining a contradiction to our assumption). Note thatif t =n — 1,
then e clearly avoids {001,110} since to the right of the two equal values there are
no more entries.

Then one possibility (if t # n — 1) is that there exists an integer ¢ > t + 2 such
that ey < e;1. Butthenwe have j <t+1 </, with1 <j <t ande; =¢e1 > ¢
(where the equality holds since ¢; = j —1forall 1 < j < t and ¢ is the maximum
among {ey, ..., e }), which contradicts the fact that e avoids 110.

Another possibility (if t # n — 1) is that there exists an integer £ > t 4 2 such that
er > ey1. Butthenwehavej <t+1 </, withl <j <t ande; = e 1 < ey (Where
the equality holds since ¢; = j —1forall1 < j < t and ¢ is the maximum among
{e1,...,et}), which contradicts the fact that e avoids 001.

Consequently e satisfies 2.1.2.

“«<"let e € I, such that e satisfies 2.1.2.

So, if we have an equality, then we only have equalities and hence neither ascents

nor descents. This means that e avoids 001 and 110. O

Proposition 2.1.4. An inversion sequence e € I,, avoids {001,021} if and only if
61 <ep <...< @ =041 =...=€5 > 4] =€4p=...=¢€, =0 (2.1.3)
forsometwith2 <t<n—1landt<s<n-1,or
e1 < ey <...< @ =@y] =...= ¢y (2.1.4)

forsomet < n.

Proof. “="lete € I, such that e avoids {001, 021}.
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Let’s begin with the first case: suppose e does not satisfy 2.1.3. Let t be the small-
estindex such that ¢;; 1 < t (if no such t exists then the entries of e are all consecutive
and we are in the second case). Let s be the smallest index among those greater than
or equal to t such that e; > e, (if no such s exists then we are in the second case).

Then one possibility is that e;;1 # 0. But then we have 1 < s < s+ 1 and
e1 < €511 < es, which contradicts the fact that e avoids 021.

Another possibility (if s # n — 1) is that there exists an integer £ > s + 2 such
thate; # 0and e;. 1 = 0. Butthenwe have 1 < s+ 1 < fand e; = e;11 < ey, which
contradicts the fact that e avoids 001.

Consequently e satisfies 2.1.3.

Let’s go on with the second case: suppose e does not satisfy 2.1.4. Let t be the
smallest index such that e; 1 < f (if no such f exists set t = n and then e satisfies
2.1.4, obtaining a contradiction to our assumption).

Then one possibility is that e¢; > ;1. But then we have 1 < t < t+1 and
e < e > eriq,61 # e (if eg = e;11 then we are in the first case), which contradicts
the fact that e avoids 021.

Another possibility (if t # n — 1) is that there exists j > t + 2 such that e; # e;.
But then a 001 is created, a 021 is created, or we fall in the first case.

Consequently e satisfies 2.1.4.

“<" let e € I, such that e satisfies 2.1.3.

So, if we have an equality, then we can only have a descent or an equality, hence
no ascents. If we have an ascent followed by a descent then the number to the right is
zero and hence greater than no elements. This means that e avoids 001 and 021. [

Proposition 2.1.5. An inversion sequence e € I, avoids {001,120} if and only if
61 <ep <...< @ =044] =... =85> €] = €s4p =...= €y = C4_1 (2.1.5)
forsometwith2 <t<n—1andt <s<n-1,or
er<e<...<e =641 =...=¢€p (2.1.6)
for some t < n.

Proof. “="lete € I, such that e avoids {001, 120}.

Let’s begin with the first case: suppose e does not satisfy 2.1.5. Let t be the small-
est index such that e;1 < t (if no such t exists then all the entries are consecutive
and we are in the second case). Let s be the smallest index among those greater than
or equal to ¢ such that e; > e, (if no such s exists then we are in the second case).

Then one possibility is that e;;1 < e;—1. But then wehavet —1 <t <s+1and
es+1 < er_1 < ey, which contradicts the fact that e avoids 120.

Another possibility is that e;;1 > e;—1. But then we havet < t+1 <s+1and
er = e;11 < esy1 (s # tin this case, otherwise e satisfies 2.1.5), which contradicts the
fact that e avoids 001.

Another possibility (if s # n — 1) is that there exists an integer ¢ > s + 2 such that
e >e_1and es 1 = e, 1. Butthenwehavet—1 <s+1 < /lande; 1 = €511 < ey,
which contradicts the fact that e avoids 001.

Another possibility (if s # n — 1) is that there exists an integer ¢ > s + 2 such that
e <e_q1andes 1 =6 1. Butthenwehavet —1 <t < fande, < ¢;_1 < e;, which
contradicts the fact that e avoids 120.

Consequently e satisfies 2.1.5.
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Let’s go on with the second case: suppose e does not satisfy 2.1.6. Let t be the
smallest index such that ¢;1 1 < t (if no such t exists set t = n and then e satisfies
2.1.6, obtaining a contradiction to our assumption).

Then one possibility is that e; > e;1. But then we havet -1 <t < t+4+1and
er1 < e > eprq,e-1 > e (if 4.1 = e;1q then we are in the first case), which
contradicts the fact that e avoids 120.

Another possibility is that there exists j > t + 2 such that e; # e;. But then a 001
is created, a 120 is created, or we fall in the first case.

Consequently e satisfies 2.1.6.

“<"let e € I, such that e satisfies 2.1.5.

So, if we have an equality, then we don’t have ascents. If we have an ascent
followed by a descent then the element to the right is not less than the "first" element.
This means that e avoids 001 and 120. O

From these characterizations we obtain the following enumerative result.
Theorem 2.1.6. |I,(p)| = (3) + 1 with p € {(001,110), (001,021), (001,120)}.

Proof. For p = (001,110): from Proposition 2.1.3 we deduce that if ¢ is such that
1 <t < n—1 we have only one possibility for the first ¢ entries since they are
consecutive, and we have t possibilities for all the other entries (which are all equal)
since e; = t — 1. If t = n we have only the inversion sequence (0,1,...,n — 1), hence
only one possibility. Summing everything together we obtain

n—1 —1
1+Zt:1+(nz)”: <Z)+1.
t=1

For p € {(001,021),(001,120)}: if + = 1 we have only one possible inversion
sequence: (0,0,...,0), no matter what is the value of s. If t is such that2 < t < n, we
have n — t + 1 possibilities of choosing s and then everything is determined because
the first f values are consecutive, the following s — ¢ values are equal toe; = t — 1 and
the remaining values are equal to zero for p = (001,021) and equal to ¢;_1 =  — 2
for p = (001,120). Summing everything together we obtain

1+i(n—t+1):1—l—n(n—1)—(n(n—'—l)—l)—i—n—l

=2 2
:1+2n2—2n—n2—n—|—2—|—2n—2
n?—n ’
=1+ >
-1
:1+n(n2 )

() :

Remark 2.1.7. Note that here and in the previous example we obtain the same number,
(5) + 1, as cardinality of the avoidance set.

Table 2.1 shows a list of cases falling in the type of proof presented in this sec-
tion, where the examples that I have illustrated are marked with * (I will keep this
notation for all the other tables).
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Pattern Reference | Section
£ — #), (> #) [12] 22
<, #,—) [12] 24.1
(—,>,#) [12] 2.7.3
(# <, #) [12] 2.9
(001,010), (001,011), (001,012) [15] 2.1
*(001,110), (001,021), (001, 120) [15] 2.2
(001,100) [15] 2.4
(001,210) [15] 2.5
(012,201), (012,210) [15] 2.8
(010,011) [15] 2.9

TABLE 2.1: Cases falling in the type of proof "Combinatorial charac-
terization".

2.2 Inductive proof

The second method I present is the one where you prove a result by induction. You
show that a statement S(n) is true for n = 0, that is, you prove the base case. Then
assuming that S(n) is true, you prove that S(n + 1) is also true and this is called the
inductive step.

In the sequel, I present an example (exhibited by Auli-Elizalde [1] in Section 3.1)
where the pattern involved is the consecutive pattern 000. The following definition
and the related lemma are needed.

Definition 2.2.1. A derangement of size n is a permutation o of size n (where the size is
defined as |o| = n for o € S,,) that has no fixed points, that is, o; # i forall1 <i < n.

Lemma 2.2.2. Let n > 1 and d, the number of derangements of size n. It holds that
dp=m—1Ddy2+(n—1)dy_1=n—-1)(dp—2+dy_1).

Proof. Let o be a derangement of size n. The entry ¢ (1) cannot be equal to 1, so
there are n — 1 possible choices for this entry. Let us assume that (1) = j with
j€{2,...,n}. Now we have to distinguish two cases.

If 0(j) = 1 then the values [1,...,n] \ {1,j} must be in one-to-one correspon-
dence with the values [1,...,n] \ {1,j}, without creating fixed points. That is, we
have to construct a derangement of size n — 2. So we have (n—1)d,—2 such possible
derangements of size n.

If o(j) # 1 then the values [1,...,n] \ {1} must be in one-to-one correspon-
dence with the values [1,...,n] \ {j}, without creating fixed points. Each value in
[1,...,n]\ {1} has exactly one forbidden valuein [1,...,n] \ {j}. Thatis, we have to
construct a derangement of size n — 1 where j cannot be assigned to 1. So we have
(n —1)d,_1 such possible derangements of size n.

Putting everything together we obtain d, = (n —1)d,—2 + (n — 1)d,,—1 = (n —
) (dp—2+dy_1). ]

Before proving the enumerative result, we show a proposition that we will need
in our proof.

Proposition 2.2.3. Let n > 3. The following recurrence for |I,(000)| holds:

[15(000)| = (n — 1) [1,-1(000)| + (n — 2) [I,—2(000)|,
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with initial conditions |1;(000)| = 1 and |1(000)| = 2.

Proof. It holds that
1;(000) = {(0)} and 15(000) = {(0,0), (0,1)},

so the initial conditions are satisfied. Let n > 3. We distinguish two cases, depending
on the relation between the last two entries.

If e,_1 # ey, then the number of possible choices for the first n — 1 entries is
|I,-1(000)| and the possible choices for the last entry e, are {0,...,n — 1} \ {e,—1},
that is, we have n — 1 possibilities for e;,.

If e,_1 = ey, then since e avoids the consecutive pattern 000 the entries e,_» and
ey—1 cannot be equal. The number of possible choices for the first n — 2 entries is
|I,—2(000)| and the possibilities for e,_1 = e, are n — 2, since the possible choices for
the last two entries are {0,...,n — 2} \ {e,—2}.

As a result we obtain the desired recurrence. O

Now we can proceed with the proof of the following proposition.

Proposition 2.2.4. Let n > 1 and d,, the number of derangements of size n.
It holds |1,(000)| = ) ducs,

Proof. We start with the base case. For n = 1 it holds that
[1:(000)] =1
and

20 —dp

=1,
1

so the base case is proved.

Assume that |I;(000)| = (kﬂ)!%, for k = 1,...,n. We prove that this holds
also for k = n + 1. By Proposition 2.2.3

|1,1(000)| = 1 [1,(000)| + (n — 1) |L,1(000)|
and by the induction hypothesis

o (n+ ) —dy n!—d,
1,:1(000)| = Pl oyl
=n+1)!—dy+nl—d,
=nln+1+1)—dy1—dy

_ (n+2)! _ (n+1)(dns1+dn)

n+1 n+1
. (7’1 +2)' — dn+2
n+1 ’
where in the last equality we used Lemma 2.2.2. So the result holds. O

Table 2.2 shows a list of cases falling in the type of proof presented in this section.
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Pattern ‘ Reference ‘ Section
021 [4] 42
*000 [1] 3.1

TABLE 2.2: Cases falling in the type of proof "Inductive proof".

2.3 Proof by recursive construction

The third method I present is the one in which the proof is by recursive construction.
This means that we prove a result regarding an object by determining a method
which we use for creating the object. More precisely, we construct an object starting
from an object of the same kind but of lower dimension. That is, we construct an
object recursively.

In the sequel I present two examples of this method and for both of them we will
obtain a recurrence for the avoidance sequence of the considered pattern.

2.3.1 First example

The pattern of the first example (presented by Martinez-Savage [12] in Section 2.11)
is the triple of relations (<, >, #) for which the following enumerative result holds.

Theorem 2.3.1. |I,(<,>,#)| = (n —1)2"2 +1.

Proof. We start by characterizing the inversion sequences that avoid the pattern (<
,>,#): an inversion sequence e € I, hasno i < j < k such that ¢; < ej > er and
e; # ey if and only if

1<e, <y pr1<eppon<...<e,<me=...=¢€,_1=¢€41=...=¢6, 5, =0
(2.3.1)
forsomeawithl <a<n+1land 0 <b < n —a+ 1. That is e takes the form

€= (0/ . -/0/ €q, 0/ .. ‘lolen—b+1/eﬂ—b+21 .. -/en)/

where the first sequence of 0 is non-empty and the sequence e,,_p1,€,—p42,-..,€x 15
increasing.

This holds for the following reason. Let e € I, withno i < j < k such that
e < ej > e and e; # er. Assume e does not satisfy 2.3.1. Let a be the smallest index
such that e, > 0 (if no such 4 exists then e is the sequence (0, ...,0), which clearly
avoids our pattern). Let b be the greatest index such thate, ;1 > 0,b <n—-a+1
(if no such b exists then e is an inversion sequence with at most one entry different
from 0, which clearly avoids our pattern).

Let a # n —b. Then, since e does not satisfy 2.3.1, ¢ > ey;1 for { = n —b +
1,...,n—1. Butthenife/,; # Owehavel < ¢/ < /+1ande; < e/ > epyq,
e1 # epyq;ifepry = Owehavea < ¢ < f+1ande, < e/ > esy1, €5, 7# €piq, which
both contradict the assumption. Or e, > e, ;1. Butthenl < a <n—->b+1and
e1 < eg > e,_pi1, €1 7 e,_py1, which contradicts the assumption.

Let a = n — b. Then, since e does not satisfy 2.3.1,¢; > e;y1 for{ =n—1b,...,n —
1. Butthen wehave 1l < ¢/ < /+1ande; < ey > epiq, €1 7 epyq (since epyq # 0,
otherwise e satisfies 2.3.1) which contradicts the assumption.

Consequently e satisfies 2.3.1.
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Conversely, let e € I, such that e satisfies 2.3.1. If we have i < j < k such that
e;i < ej > e, then e; and ¢, are both equal to 0. So there is no i < j < k such that
e < ej > epand e; # ex.

Now that we know how these pattern-avoiding inversion sequences are charac-
terized, we can analyze their construction distinguishing two cases.

If e, > 1, this implies that @ > 2 and so we have that e = 0- ¢y (¢’) where ¢’ €
In—l(gr >, ?’é)

Ife; =1, therearen —b —2+1 = n — b — 1 possibilities of choosing where to
place the entry e, = 1 since the possible places are 2,3, ...,1n — b. Moreover, there are
(",?) possibilities of choosing a b-element subset of {2,...,n — 1} (since e, 4.1 > 1
and e, < n) for the entries e;,_41,...,e,. Once you have chosen a b-element subset
there is only one possibility of placing the values since they are strictly increasing.

Summing everything together we obtain the following for n > 2:

(<2, A)| = [ (€, 2, |+zn— (")

— L1 (<,2, )] + Z(n—l)(n; ) _'gbc;Z)

= |I-1(<, >, #)| + (n—1)2"2 — (n —2)2" 3
=L 1(<,>,#) |+ (2n—2—n+2)2"3
= |Ii’l—1(§/ 2/ #)‘ +n2n_3,

where we have used the fact that }_k(}) = Yok

Yhooa(i 1) = i a(iy) =a-2271

This recurrence has initial condition |I;(<,>,#)| = 1 = (1 —1)2'"2 4+ 1 and
solution (n —1)2"2 4+ 1since (n —2)2" 3 +1+n-2"23 = (2n —2)2" 3 +1= (n —
1)2"~2 + 1. By induction principle the statement of the theorem holds. O

(a—1)!
ak'k' = k-0t ﬁ:

Remark 2.3.2. Note that distinguishing the two cases with respect to the value of e, means
that we have partitioned the inversion sequences e € I,(<,>,#) into two disjoint sets:
Xp={eec (<, >#):e,>1}, Y, = {e € I,(<,>,#) : e, = 1}. This process is often
used, but not always, in proofs by recursive construction.

2.3.2 Second example

The pattern of the second example (presented by Auli-Elizalde [1] in Section 3.3
and where no proof is provided) is the consecutive pattern 120. In this case the
enumerative result is a recurrence that allows to compute the avoidance sequence
(more precisely a refinement of it) of our pattern.

Firstly, we recall Definition 1.3.9 of the considered refinement.

Definition 2.3.3. A refinement of the avoidance set I,,(p) is I, x(p) = L,x N L.(p), where
In,k == {e € IVl . e;q == k}.

The following result holds.

Proposition 2.3.4. Let n > 1and 0 < k < n. It holds:

‘In,k(m)’ = |I,-1(120)| — Z(” -2—17) |In72,j(m)| .
i~k
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Proof. Recall the convention |Iy(p)| = 1 in the Definition 1.3.8.
For n = 1 we have

[I1,0(120)| = Tand [Ip(120)| — Y (=1 —) |I-1;(120)] =1 -0 =1.
j>0

For n = 2 we have

|I,0(120)| = 1and [I;(120)| — } (/) [Io;(120)| =1—-0=1
j>0

|1,1(120)| = 1and |1(120)] — Y (=) |Io;(120)| =1—0=1.
j>1

So the result holds for n = 1 or 2.
Assumen > 3. For/ <n—2andm <n —4let

anl,j,f = {6 € Infl,f(m) tepp<eyrande, p = ]}

It holds that if e = ejez...e, € I,£(120), thene = ejez...€,-1 € I,_1(120). More-
over, e € I,,x(120) if and only if ejez ... e, 1 € I,-1(120) \ Ujsg I_IZ‘:_].ZJrl B, 1), since
otherwise e, e, 1€, would be an occurrence of 120 by definition of By,

Conversely, if we have ejey...e,—1 € I,_1(120) \ I_IZ;]il B,_1j¢ and we add the
entry e, = k, we obtain an inversion sequence eje; . .. e, that avoids 120 and whose
last entry is k.

From this we obtain the following equality between cardinalities:
n—2
‘In,k(@)‘ = ’In—l (@)‘ - 2 Z ‘B"—l,j,f‘ . (2.3.2)
>k t=j+1

The last thing we have to do is to establish what is ‘Bn,l,j/g‘. We can see that
e € B, 1 if and only if ejey...e,2 € I, »(120) where j > kand ¢, 1 = {. From
this consideration equation 2.3.2 becomes

1:(120)] = [ 1120~ Y 5 [1y2(120)]

>k t=j+1
= [[i-1(120)] = ) S(n —2—j — 1+ 1) [I,2(120)|
>k
= [1-1(120)] = ) (1 — 2 —j) |[,-2,(120) |
>k
and the statement holds. O

Table 2.3 shows a list of cases falling in the type of proof presented in this section.
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Pattern Reference | Section
012 [4] 2.1
201 [4] 2.3
000 [4] 3.1
011 [4] 3.3
021 [4] 4.1
(#,<,-) [12] 2.5.1
(<, <,-) [12] 2.6.2
(<,=-) [12] 2.6.4
(#,#,#) [12] 2.7.2
(#<,<) [12] 2.8
<, >, #) [12] 2.11
(= —,=) [12] 2.13
00 [1] 3.1
0 [1] 3.1
110 [1] 3.2
100 [1] 3.2
*021,102,120,201 [1] 3.3
012 [1] 3.3
210 [1] 3.3
001,010,011, 101 [1] 3.3

TABLE 2.3: Cases falling in the type of proof "Constructive proof".

2.4 Bijective proof

The fourth method I present is the one where you prove a result by means of a
bijection. This kind of proof is very useful if you want to compare cardinalities of
different combinatorial classes and it provides a clear proof. Sometimes you already
know the enumeration sequence of one of the two combinatorial classes and so you
can prove that the other class is enumerated by the same sequence, but sometimes
you don’t know how the two classes are enumerated and so you can "just" prove
that they are enumerated by the same sequence, without knowing it.
In what follows, I present three examples of this method.

2.4.1 First example

The patterns of the first example (presented by Martinez-Savage [12] in subsections
2.27.3 and 3.2.1, where some parts of the proofs are missing) are the triples of re-
lations (>,>,—),(>,>,—),(—,>,>) and (#,>,>). In this case the enumerative
result are two Wilf equivalences between these four patterns.

Theorem 2.4.1. The following holds:
1. the patterns (>,>,—) and (>, >, —) are Wilf equivalent
2. the patterns (—, >, >) and (#, >, >) are Wilf equivalent.

Proof. We first prove item 1. As mentioned in Remark 1.3.16 avoiding the pat-
terns (>,>,—) and (>, >, —) is the same as avoiding the patterns (100,210) and
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(110,210), respectively. We construct a bijection between I,,(110, 210) and I,,(100, 210)
in order to prove that |I,(110,210)| = |1,(100,210)]|.
We define a map

®: I,(110,210) — I,(100,210) with ®(e) = ¢/, where

o max{ey,...,ej}, ife; = e, for somek > j
ej, otherwise

forl <j<n.
We go on with some considerations. By this definition it holds that

e} < max{ey,... e} = max{ei,...,e}} (2.4.1)

for 1 < j < n, where the second equality holds for the following reason. Assume
max{ey, ..., ej} = e fork e {1,...,j}. If e # ey, then e, = max{ey,..., e} = e. So
ex is still in {e], .. .,e}}.

Moreover, if e;- # e then

e} = max{ey, ..., ej} > e (2.4.2)
forall 1 < i < j, since e} can be equal to ¢; € {el,...,e/-} or to max{ey,...,e;} <
max{ey,...,ej}.

Now we have to check that ¢’ € I,(100,210). Firstly we prove that ¢’ avoids the
pattern 100. Suppose that ¢’ doesn’t avoid 100, then there is some i < j < k such
that e; > ¢; = ¢;. But then 2.4.2 implies that ¢; = ¢; and ¢} = ¢, since both j and k
are greater than i. So we have that ¢; = e, with j < k and the definition of ® implies
that e; = max{ey, ..., e]-} > e}, but this contradicts our assumption. Consequently ¢/
avoids 100.

Secondly we prove that ¢’ avoids 210. Suppose that ¢’ doesn’t avoid 210, then
there is some i < j < k such that ¢; > ¢; > ¢;. But then 2.4.2 implies that ¢; = ¢
and e; = ¢ since both j and k are greater than i. We know that e avoids 210 and
so we must have that e/ # e;. So, there exists s € {1,...,i — 1} such that ¢} =
max{ey,...,e;} = es. But then we have s < j < kand e; < ¢; < es5, which contradicts
the fact that e avoids 210.

So ¢’ € I,(100,210).

Next we have to check if this map is a bijection.

In order to do this we present some considerations. We take an inversion se-
quence e € I,(110,210). Consider its image ¢/ = ®(e) and assume that there is an
entry ¢; with e} # ej. By definition of ® there is some k > j such thate; = e = ¢,
where g is a value less than j. Since ¢; # ¢j = q,q9 < max{ey,...,ej1} = ¢ for
t € {1,...,j —1}. Moreover we know that ¢ avoids 210 and so the entries after ¢;
must be at least g, hence g = min{ej, s, lnt

From this observation we deduce that

e; = e; = max{ey,..., ej_1} = e} > ej = q=min{ej,...,e,} =min{e},..., e}
(2.4.3)
where the first equality holds because if e; # ¢; then ¢; = max{ey,..., et} = e
(since ¢; = max{ey,...,ej_1} fort € {1,...,j —1}). The last equality holds for the
following reason. Assume min{e;,...,e,} = e for k € {j,...,n}. If ¢ # e, then
there exists an £ > k such that e, = ¢, and ¢}, = e; = ¢;. So ¢y is still in {e},. et
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So now we can define another map and we will prove that it is the inverse of ®.

¥ : I,(100,210) — I,(110,210) with ¥ (¢’) = e, where

{min{eﬁ...,e@}, if e = e} for some i < j
e; =
j

e]’., otherwise

for1 <j<mn.
Let us make a consideration. If e/ # e; then

ej > min{e},...,e;} > min{el,...,e,} = e (2.4.4)

for1 <i<j.

Now we have to check that e € I,(110,210). Firstly, we prove that e avoids the
pattern 110. Suppose that e doesn’t avoid 110, then there is some i < j < k such that
e; = ¢j > ¢ But then 2.4.4 implies that ¢; = ¢ and ¢; = ¢; since k is greater than
both 7 and j. So we have that ¢; = ¢; with i < j and the definition of ¥ implies that
ej = min{e,...,e,} < minfey,...,e,} < e, but this contradicts our assumption.

Secondly, we prove that e avoids 210. Suppose that e doesn’t avoid 210, then
there is some i < j < k such that e; > e; > e;. But then 2.4.4 implies that ¢; = ¢;
since k is greater than i and ¢; = e} since k is greater than j. We know that ¢’ avoids
210 and so we must have that ¢, # e,. So, there exists s € {k+1,...,n} such that
ex = min{ey,..., e} = e fors € {k+1,...,n}. Butthen we havei < j < s and
e, < €; < e;, which contradicts the fact that ¢’ avoids 210.

So e € 1,(110,210).

We proceed with the last observation. We take an inversion sequence
e’ € 1,(100,210). Consider its image e = ¥(¢') and assume that there is an entry ¢
with e; # ¢;. By definition of ¥ there is some i < j such thate; = ¢; = g, wheregisa
value less than i. Since ¢; # ¢} = q,9 > min{e} ,...,e;,} = ¢ fork € {j+1,...,n}.

Moreover, we know that ¢’ avoids 210 and so the entries before e; must be at most g,

hence q = max{ej, .. .,e}}.
From this observation we deduce that

ey = e = min{ei,q, ..., e,} = e < ej =max{ey,...,e;} = max{er,...,e;} (24.5)

where the first equality holds because if ey # e) then ¢, = min{e,,...,e;,} = e
(since e, = min{e}ﬂ, ...entfork € {j+1,...,n}). The last equality holds for the
following reason. Assume max{eﬂ,...,e;-} = e fork € {1,...,j}. If ex # e}, then
there exists an ¢ < k such that ¢, = ¢, and e, = ¢}, = ¢;. So ¢ is still in {ej, .. .,e]-}.
Lete € 1,(110,210) and ¢’ € I,,(100,210). Then by definition of ® and ¥, and by
243
min{el, ..., e} =e;, ife #e;

/I . . ! .
ej = ej, if e = ej

and by 2.4.5

max{ey, ..., ej} = e;, ifej # e}

D(Y(e)); =P(e); = {ej _y ifej = ¢/
i’ ]'

Hence ¥(®(e)) = eand ®(¥(¢')) =¢'.
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We can conclude that @ is a bijection and so we obtain that |I,(110,210)| =
|I,(100,210)|, proving the desired Wilf equivalence.

We now prove item 2. Avoiding the patterns (—, >, >) and (#, >, >) is the same
as avoiding the patterns (110,210, 120) and (100, 210, 120), respectively. This means
that the considered inversion sequences are the ones in I,,(110,210) and I,,(100, 210),
respectively, that avoid in addition 120. So in order to prove statement 2), we have
to show that the maps ® and ¥ preserve 120-avoidance.

Let’s begin with the map ®. Let e € I,(110,210) be an inversion sequence that
avoids 120. Suppose that ®(¢) = ¢’ € I,(100,210) doesn’t avoid 120, then there is
some i < j < k such that ¢, < ¢; < ¢. But then 2.4.2 implies that ¢, = ¢ since k is
greater than j. We know that e avoids 120 and hence it cannot be the case that both

e; = ¢; and ¢; = ¢;. We distinguish three cases.

Suppose ¢ = e;. By the 120-avoidance of ¢, it follows that e;- # ej. So by definition
of @, there exists s € {1,...,j — 1} such thate; = e}. If i < s < k then we have that
ejeser creates a 120 ine. If s < i < k then we have that ese;e; creates a 210 in e.
Both of the options lead to a contradiction. Note that i = s is not possible since
e; = max{ey,...,e;j} > e = e;.

Suppose e} = ¢;. By the 120-avoidance of ¢, it follows that e; # e;. So by definition
of @, there exists t € {1,...,i — 1} such that e; = ¢}. But then we have t < j < k and
ey <er <egj, which contradicts the fact that e avoids 120.

For the last case assume both e} # ¢; and e;- # ¢j. Let s and ¢ be as above. Since
from definition of ® ¢! = max{ey,...,e;} and e} = max{ey, . ..,e]-} and moreover
‘31/' < e;, we deduce that e; < e; and t < s (since es must be after ¢;). Hence e;esex
forms a 120 in e, which is a contradiction.

We conclude that ® preserves 120-avoidance.

Now we proceed with the map ¥. Let ¢’ € I,,(100,210) be an inversion sequence
that avoids 120. Suppose ¥ (¢') = e € I,(110,210) doesn’t avoid 120, then there is
some i < j < k such that ¢y < ¢; < ¢;. But then 2.4.4 implies that ¢; = e} since k is

greater than i and ¢; = e;- since k is greater than j. We know that ¢’ avoids 120 and

so it cannot be the case that e; = ¢}. This implies that ¢ # e}, and by definition of
¥ there exists v € {k+1,...,n} such that e, = ¢;. But then we have i < j < v and
e, < ¢; < ¢;, which contradicts the fact that ¢’ avoids 120. We conclude that also ¥
preserves 120-avoidance.

Therefore statement 2) holds. O

2.4.2 Second example

The patterns of the second example (presented by Auli-Elizalde [1] in Section 4.3
and where no proof is provided) are the consecutive patterns 2010, 2110 and 2120.
In this case the enumerative result is a super-strong Wilf equivalence between these
three patterns.

We first recall Definition 1.3.20 of Em(p, e).

Definition 2.4.2. An inversion sequence e of length n contains the consecutive pattern
p = pip2 ... pk if there exist a consecutive subsequence e;ej1 ... e x—1 of e such that its
reduction is equal to p. In this case, we call eje;1q . .. ej r_1 an occurrence of p in position i.
Otherwise, e avoids p.

Moreover, Em(p,e) = {i : ejej11...ej1x_1 is an occurrence of p}.

Now we prove a lemma that we will use in the proof of the Wilf equivalences.
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Lemma 2.4.3. Let p and p’ be two consecutive patterns. If for all n and for all S C

{1,...,n}
[{e € I, : Em(p,e) 2 S}| = |{e € I, : Em(p',e) 2 S}

4

then p and p’ are super-strongly Wilf-equivalent.

Proof. LetS C {1,...,n}. We define two functions feg, finc 25 — R, where 2° is the
powerset of S, such that

feq(S) = {e € I : Em(p,e) = S}| and finc(S) = [{e € I : Em(p,e) 2 S}.

From this definition we can see that

finC(T) = Z feq(s)

SOT

forall T C {1,...,n}. By the principle of Inclusion-Exclusion ([14]) we obtain that

feq(T) = Z (_1)‘S\T|finc(s) (2.4.6)

SOT

using fine(T) = ®(feq(T)) and feg(T) = D (finc(T)), where @ is a real linear trans-
formation, in the notation of [14].
Proceeding in the same way, we define two functions fe/q, / .25 = R such that
feq(8) = [{e € L : Em(p',e) = S}| and £, .(S) = [{e € L : Em(p',e) 2 S}|.
From this we can see that
fi/nc(T) = Z fe/q(s)

SOT
forall T C {1,...,n}. By the principle of Inclusion-Exclusion we deduce that

fe/q(T) = Z (_1)|S\T|fi/nc(s)' (247)

SOT

Our assumption was that fi,.(S) = f/ (S) forall S C {1,...,n}. Hence from

inc
2.4.6 and 2.4.7 we obtain that foq(T) = f (T) forall T C {1,...,n}. Applying
Definition 1.3.22, the result follows. O
Now we prove the following result.

Proposition 2.4.4. The patterns 2010, 2110 and 2120 are super-strongly Wilf equivalent.

Proof. We construct a bijection between

{e € I, : Em(2010,¢) O S} and {e € I, : Em(2110,¢) O S}
in order to prove that

|{e € I, : Em(2010,e) O S}| = [{e € I, : Em(2110,¢) O S}|

forall n and forall S C {1,...,n}.

We start with some considerations about the set S. Since no two occurrences of
2010 and 2110 can overlap in three entries, S doesn’t contain consecutive numbers.
Moreover, S can be written in a unique way as a disjoint union of maximal subsets
whose entries define an arithmetic sequence with difference 2. This means that we
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write S as § = I_I;Zlej, where B; = {i;,i; +2,...,i;+2[;} and i; +2([; + 1) < ij4q
withl <j<g-1.
After these considerations about S we can define a map

as:{e € I, : Em(2010,e) O S} — {e € I, : Em(2110,e) D S} with as(e) = ¢/, where

’ €it1, ifi—1€8S
e. =
: e;, otherwise

for 1 <i < n. This map transforms occurrences of the pattern 2010 in positions of S
into occurrences of the pattern 2110.

For example for S = {4,6} «4(0,0,1,3,0,2,0,1,0) = (0,0,1,3,2,2,1,1,0). It can
be noticed that (0,0,1,3,0,2,0,1,0) contains two occurrences of 2010, one in position
4 and the other in position 6; (0,0,1,3,2,2,1,1,0) contains two occurrences of 2110,
one in position 4 and the other in position 6 like before.

Now we define another map s which is the inverse of a5 (by construction), with
Bs(€') = e, where

/

/ 1€ 7 .
e — eij-‘er]'-‘r?)’ ifi—1e B]
1 .

e, otherwise

forl <i<mnand ij + 21j is the last entry of B;. This map transforms occurrences of
of the pattern 2110 in positions of S into occurrences of the pattern 2010.

For example for S = {4,6},B; = {4,6},i1 =4and ! =1,5:(0,0,1,3,2,2,1,1,0) =
(0,0,1,3,0,2,0,1,0) since egj 1243 = e; = 0. Also in this case it can be noticed that
(0,0,1,3,2,2,1,1,0) contains two occurrences of 2110, one in position 4 and the other
in position 6; (0,0,1,3,0,2,0,1,0) contains two occurrences of 2010, one in position
4 and the other in position 6 like before.

Since f; is the inverse of a5, we can conclude that «; is a bijection and hence

[{e € I, : Em(2010,¢) D S}| = |{e € I, : Em(2110,¢) D S}|

for all n and for all S C {1,...,n}. Applying Lemma 2.4.3 we obtain the super-
strongly Wilf equivalence between 2010 and 2110.

In order to show that all the three patterns 2010,2110 and 2120 are super-strongly
Wilf equivalent, it remains to be shown that the first one and the third one are super-
strongly Wilf equivalent. The former considerations about the set S hold also in this
case.

So we can define a map

v¥s:{e € I, : Em(2010,e) 2 S} — {e € I, : Em(2120,¢) O S} with ys(e) = ¢/, where

eiy1, ifi—1€8S
e; =« €, ifi —2 € B
e;, otherwise

for 1 <i < n. The first line comes from the fact that the second entry of the pattern
changes from 0 to 1. The second line comes from the fact that the third entry of the
pattern changes from 1 to 2. The point is that we change two entries of the pattern
and not only one, and that two occurrences of the patterns 2010 and 2120 can overlap
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in two entries. This map transforms occurrences of the pattern 2010 in positions of S
into occurrences of the pattern 2120.

For example for S = {5,7,9},B1 = {5,7,9},i1 =5and | = 2,
7(0,0,1,1,4,0,3,0,2,0,1,0) = (0,0,1,1,4,3,4,2,4,1,4,0) since e, = e5 = 4. It can
be noticed that (0,0,1,1,4,0,3,0,2,0,1,0) contains three occurrences of 2010 in posi-
tions 5,7,9 and (0,0,1,1,4,3,4,2,4,1,4,0) contains three occurrences of 2120 in po-
sitions 5,7, 9 like before.

Now we define another map J;, which is the inverse of 7, (by construction), with
Js(e') = e, where

/ 1f 7 .

¢+ f1—1€B
ei=1¢ ,  ifi—2€8

e, otherwise

for 1 <i < nand i; + 2I; is the last entry of B;. This map transforms occurrences of
the pattern 2120 in positions of S into occurrences of the pattern 2010.

For example for S = {5,7,9},B1 = {5,7,9},i1 =5and I; = 2,
3:(0,0,1,1,4,3,4,2,4,1,4,0) = (0,0,1,1,4,0,3,0,2,0,1,0) since e§j+21]_+3 = e}, = 0.
Also in this case it can be seen that (0,0,1,1,4,3,4,2,4,1,4,0) contains three occur-
rences of 2120 in positions 5,7,9 and (0,0,1,1,4,0,3,0,2,0,1,0) contains three occur-
rences of 2010 in positions 5,7, 9 like before.

Since é; is the inverse of y5, we can conclude that v is a bijection and hence

|{e € I, : Em(2010,e) O S}| = [{e € I, : Em(2120,¢) O S}|

for all n and for all S C {1,...,n}. Applying Lemma 2.4.3 we obtain the super-
strongly Wilf equivalence between 2010 and 2120.

Therefore we can conclude that 2010 ~ 2110 ~ 2120. O

2.4.3 Example concerning statistics

I decided to present a third example (exhibited by Yan-Lin [15] in Chapter 5 and
where some parts of the proof are missing) in order to illustrate that a bijection can
in addition preserve some statistic. In this case the number of preserved statistics is
three. The patterns of the this example are two pairs of classical patterns of length 3.

Theorem 2.4.5. There exists a bijection between 1,(010,101) and 1,,(010,100) that pre-
serves the triple of statistics (dist, maxim, zeros).

Proof. We start by characterizing the inversion sequences that avoid the pattern
(010,101): an inversion sequence e € I, avoids (010,101) if and only if ¢; = ¢; with
i < jimplies thate, = ¢; foralli <k <.

This holds for the following reason. Let e € I, such that e avoids (010,101).
Assume that ¢; = ¢; for some i < jand ¢; # e; for some k between i and .

If ey < e;then we havei < k < jand e¢; > ¢, < ¢j,¢; = ¢j, which contradicts the
fact that e avoids 101.

If ey > ¢; then we have i < k < jand ¢; < ¢, > ¢j,¢; = ¢, which contradicts the
fact that e avoids 010.

Consequently e; = ¢; with i < jimplies that ey = ¢; foralli <k < j.

Conversely, assume that e € I, is such that e; = ¢; with i < j implies that ¢, = ¢;
for all i < k < j. This means that if we have two equal entries, say equal to g, the
values between them are neither greater nor less than gq. This implies that e avoids
010 and 101.
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Now that we know how these pattern-avoiding inversion sequences are charac-
terized, we can define a map

«a: 1,(010,101) — I,(010,100) with a(e) = ¢/, where

o max{ey,...,ei 2}, ifei 1 =e <max{ey,...,ei 2}
i = .
e;, otherwise.

For example «(0,0,1,2,2,5,4,4,4) = (0,0,1,2,2,5,4,5,5) since e7 = eg = €9 < ¢.

Next we check if this map is a bijection. By definition of «, if we have ¢;_; =
e; < max{ey,..., ei_o} then e; changes to the value max{e;,...,e;_»} and we don’t
have anymore the pattern 100. Moreover, let’s assume that e avoids 100. If an entry
e; changes, it changes to max{e;,...,e;_2} = e; for ¢ € {1,...,i —2}. This doesn’t
create a 100 because there are no values greater than max{ey,...,e;_»} to the left of
ey and there are no two equal entries less than max{e;,...,e;_»} to the right of e;,
otherwise e would contain a 100. Hence ¢’ € ,,(010, 100).

We construct the inverse of «

B : 1,(010,100) — I,,(010,101) with B(¢/) = e, where

]' 7
e}, otherwise.

o {e’ if e} € {ej,..., e;-_l} and e; = rightmost entry to the left of ¢, different from ]
For example 5(0,0,1,2,2,5,4,5,5) = (0,0,1,2,2,5,4,4,4) since e, e, € {e},..., e}

Let e € I,(010,101) and ¢’ € I,(010,100). It holds that B(a(e)) = e since a
changes those values e; for which e¢;_1 = ¢; < max{ey,...,ei_p} but then these
are exactly the values ¢; for which ¢; € {¢},...,¢;_;} (and € = ¢; since the first
entry of the sequence of values equal to e; and less than max{e;,...,e;_»} doesn’t
change). Moreover, it holds that a(B(e’)) = ¢’ since B changes those values e} for
whiche! € {¢],..., e}_l} but then these are exactly the values for which ¢;_1 = ¢; <
max{ey,...,ei_} (and max{ey,...,e;_»} = e} since ¢’ avoids 100 and 010). Hence «
and f are inverses of each other and so we conclude that « is a bijection.

The last thing we have to check is that a preserves the statistics dist, maxim and
Zeros.

If we apply the map & to an inversion sequence e, the entries of ¢ remain the same
or change to max{ey, ..., e;_»} and hence no new values are added: the statistic dist
is preserved.

If an inversion sequence e € I,(010,101) contains ¢; = i — 1 for some i, this
implies thate; # e¢;_1 < i —1 and hence ¢; remains the same; moreover, if you change
an entry you add a value which was already used, so you don’t add a maximal
element: the statistic maxim is preserved.

Let e € I,(010,101) be an inversion sequence. Like for all inversion sequences
e1 = 0 and so if ej =0 thene; = O forall1 < i < j, since e avoids 010. This means
that the zero entries don’t have values # 0 to the left and hence a zero entry remains
the same; moreover, if you change an entry you add the entry max{e;,...,e;_2} >
e; = e;_1 and so you don’t add a zero entry: the statistic zeros is preserved. O

Table 2.4 shows a list of cases falling in the type of proof presented in this section.
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Pattern Reference | Section
210,201 [4] 2.3
000 [4] 3.1
001 [4] 3.2
021 [4] 4.1
021 [4] 4.2
(>,<,#) [12] 252
(<,>,-) [12] 2.6.3
(#,<,—) [12] 2.7.1
(>,>,-),(-<,>) [12] 216
(#,#,=) [12] 2.17.3
(>,—,>) [12] 2.24.2
(>,—,>),(>,#,>) [12] 2.26
>,>,-),(=,>,-) [12] 2.27.3
(>>-),(=<,>) [12] 2.27.4
(=>,>),(#2,>) [12] 321
(=, #,>),(#,—,>) [12] 3.2.2
(= >,2),(#2,2) [12] 323
(= #2),(#—,2) [12] 324
(1-23,2—-14-3) [2] 2.3
(000,011), (011,012), (001, 101), (001,102), (001, 201), (010,012) [15] 2.6
(012,021), (110,012) [15] 2.7
(011,021), (010,021) [15] 2.9
(012,102), (012,120), (011,102) [15] 3
011 [15] 5
(010,101) [15] 5
*(010,101), (010,100) [15] 5
(101,102), (101,021) [15] 6
(011,201), (011,210); (000, 201), (000,210); (100, 021), (110,021) [15] 8
(010,201), (010,210) [15] 8
110,100 [1] 3.2
012,321 [1] 34
021,1324 [1] 3.4
0021, 0121 [1] 4.1
1002,1012,1102 [1] 4.1
0100,0110 [1] 4.1
2013,2103 [1] 4.1
1200,1210, 1220 [1] 4.1
0211, 0221 [1] 4.1
1001, 1101, 1220 [1] 4.1
2001,2011,2101, 2201 [1] 4.1
2012,2101 [1] 4.1
3012,3102 [1] 4.1
1000,1110 [1] 4.2
2100,2210 [1] 4.2
0102,0112 [1] 4.3
*2010,2110,2120 [1] 4.3

TABLE 2.4: Cases falling in the type of proof "Bijective proof".
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2.5 Generating function

The fifth method I present is the one where you prove a result by means of gener-
ating functions. The following definitions briefly explain the concept of generating
function.

Definition 2.5.1. A formal power series is a sequence (f,)n>0 of elements in a field K. It is
denoted F(x) = ¥_,50 fuX".

Definition 2.5.2. The ordinary generating function of C is the formal power series (with

coefficients in Q)
Y cux”

n>0

where c,,= number of objects of C of size n.
Later we will also use the following concept.

Definition 2.5.3. Let P : C — IN be a parameter on C. The ordinary bivariate generating
function of C with the parameter P is the formal power series (with coefficients in Q[y])

Y enixy*

n>0k>0

where c,, = number of objects of C of size n and with value k for P.

In this method you use the important fact that two generating functions are equal
if and only if their coefficients are also equal. When you want to enumerate a certain
family of combinatorial objects you check if its generating function is the same as the
generating function for a well-known combinatorial sequence, showing that they are
solutions of the same equation on generating functions.

Formal power series can be interpreted as functions on x € C, defined "closed to
x = 0"; conversely, the Taylor series expansion of an analytic function F : C — C
around the origin defines a formal power series. This is the way we view formal
power series in this section.

In the sequel I present two examples of this method, with two different well-
known combinatorial sequences.

2.5.1 First example

The pattern of the first example (presented by Corteel et al. [4] in Section 2.2) is the
classical pattern 021.

Before proving the enumerative result about the 021-avoiding inversion sequences,
we present a certain combinatorial class and its generating function. The combi-
natorial class in question is the one of Schroder paths. A Schroder path of size
n is a path from (0,0) to (2n,0), staying weakly above the x-axis and using only
the up-step (1,1), the down-step (1, —1) and the long horizontal step (2,0). Note
that the size of a Schroder path is the half of the x-coordinate of the endpoint.
Moreover, for all n the number of Schroder paths of size n is finite. For example
p = UUUDFDFUDDFUFFD is a Schroder path of size 15 where U, D, F represent
the up-step, the down-step and the long horizontal step.

We denote by R the combinatorial class of Schroder paths and by R, the set of
Schroder paths of size n. The ordinary generating function of R is the formal power
series

R(x) =) rux" (25.1)

n>0
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where r, = |R,|.

We need to compute R(x) and so we proceed in the following way. A Schroder
path can have three different forms. It can be empty and this corresponds to the class
& with one element of size 0. Or it can start with a long horizontal step (followed by
a Schroder path): such Schroder paths correspond to pairs (F, p) where F belongs
to the class Z with one element of size 1 and p belongs to the class R of Schroder
paths. Or it can start with an up-step (followed by a Schroder path) that is matched
with the down-step (followed by a Schroder path) corresponding to the first return
of the path (which is the smallest number k > 0 such that (2k, 0) is on the path): such
Schroder paths correspond to triples (F, p, p’) where F belongs to the class Z with
one element of size 1 and p, p’ belong to the class R of Schréder paths. Hence we
obtained that

R=E+ZXR+ZXxRXR.

Translating this equation on combinatorial classes into an equation on generating
functions we obtain
R(x) =1+ xR(x) + xR?*(x)

and solving it with respect to x gives

Cl-xxVx2-2x+1—4x 1—-xtvx2—-6x+1

2x 2x

R(x)
Since the empty path is in R it holds that R(0) = 1 and hence the formal power

series R(x) satisfies
1—x—vVx2—6x+1
R(x) = .
(x) e

Now we proceed with the following enumerative result.

Theorem 2.5.4. |I,(021)| = r,_1, forn > 1.

Proof. We start by characterizing the inversion sequences that avoid the pattern 021:
an inversion sequence ¢ € [, avoids 021 if and only if the positive entries are weakly
increasing.

This holds for the following reason. Let e € I, such that e avoids 021. Assume
there is i < j, such that e; > ¢; (both different from 0). But then we have 1 <i < j
and 0 = e; < ¢j < ¢;, which contradicts the fact that there is no i < j < k with
e < ex < ej. Soe; < ej with i < jfor all the entries different from zero implies that
the positive entries are weakly increasing.

Conversely, suppose that the positive elements of e are weakly increasing. As-
sume ¢ € [, doesn’t avoid 021. Then thereisi < j < k withe; < e < ¢; (so ¢x and ¢;
are both different from 0). But ¢, < ¢; (both different from 0) with j < k contradicts
the fact that the positive elements of e are weakly increasing. Therefore e avoids 021.

Now that we know how these pattern-avoiding inversion sequences are charac-
terized, we proceed in the following way. We define G(x) = Y7 |[,(021)| x" and
we show that it satisfies the equation

G(x) = x + xG(x) + G*(x). (2.5.2)
Solving it with respect to G(x) gives

Glx) = 1—x£vVx2—2x+1—4x 1—-xtvVa2—6x+1 1—x—vVaZ—6x+1
B 2 B 2 B 2
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where the last equality holds because G(0) = 0. Hence G(x) = xR(x) = ¥, rux" !
= Y y>17n—1x" and the claim will hold.

Take an inversion sequence e € I,(021) and let k + 1 be the greatest index such
that e, 1 = k. We distinguish two cases.

If k =0thene = 0-¢ for some e’ € I,_1(021) since e has no maximal elements
except e1. Conversely, take ¢ € I,,_1(021). If we add a zero as first entry we obtain
a sequence in I,(021) where e; = 0 and after this entry there are no more maximal
elements. This contributes the x + Y0 5 |I,_1(021)| x" = x + Y00 4 |1,(021) | x" 1 =
x + xG(x) (Where the x represents the only object of size 1) to the equation 2.7.

If k > 0 we know that (ey,...,e) € I(021) since e € I,(021). For the entries
after position k 41 it holds that either e, ; = Ooreg 1 =k < e < k+i—-1,i €
{2,...,n — k}, using the above characterization and by definition of k. Then if we
subtract k — 1 from the positive entries of (eo, ..., e,) and we add a zero as first en-
try we obtain a sequence in I, ;(021), in which ey ; is the i-th entry. Conversely, take
the inversion sequences (ey, ..., ex) € I(021) and f € I, (021). If we add k — 1 to
the positive entries of f, we get rid of the initial zero, and we concatenate the result-
ing sequence after (ey, ..., e, k), we obtain an inversion sequence in I,,(021) where
ex+1 = k and after this entry there are no more maximal elements. This contributes
the

n—1
Y () 11(021)] - I, (021))x" = G(x) - G(x)

n>1 k=1
= G*(x)

to the equation 2.7, where in the first equality we used the Cauchy product (with
[x°]G(x) = 0 and [x"]G(x) = |I,(021)] when n > 1). O

2.5.2 Second example

The pattern of the second example (presented by Martinez-Savage [12] in subsection
2.14.2) is the triple of relations (—, >, <).

Before proving the enumerative result about the (—, >, <)-avoiding inversion se-

1 271)

quences, we show that the generating function for the Catalan number C, = ;55 (%,

is 1= Vz}f‘b‘. We denote 1= VZ};“ by C(x). Using the formula (1 +z)* = ¥, (},)2"
withz = —4xand a = % we have

Vi—dx=Y <122> (—4x)".

n>0

Using the formula for the generalized binomial coefficient for n > 0

<zx> :ﬁa—k—i—l :zx(uc—l)...(zx—n—l—l)

n k n!

k=1
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we compute for n > 0

k=1
1£[1—2k+2
_kzl 2k
oy —(2k=3)
e 2k
(=", 2k—32k-2
oo ( 1),1:[2 k 2k—2
(—=1)"t1 o (2k — 3)(2k — 2)
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and substituting it in the expansion of v/1 — 4x we obtain
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Now we prove the following enumerative result.
Theorem 2.5.5. |[,(—,>,<)|=C

Proof. We start by characterizing the inversion sequences that avoid the pattern
(—,>,<): an inversion sequence ¢ € [, hasnoi < j < k such that ej > e and
e; < ex if and only if the positive entries are strictly increasing.

This holds for the following reason. Let e € I, such that thereisnoi < j < k
with e; > ¢; and ¢; < ¢;. Assume there isi < j such thate; > e; (both different from
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0). But then we have 1 <i < jand e; < ¢; < ¢;, which is a contradiction. So ¢; < ¢;
with i < j for all the entries different from zero implies that the positive entries are
strictly increasing.

Conversely, suppose that the positive elements of e are strictly increasing. But
then if we have j < k with ej > ex, this implies that e = 0 and so thereisno i < k
such that ¢; < ¢x. Therefore e avoids (—, >, <).

Now that we know how these pattern-avoiding inversion sequences are charac-
terized, we proceed in the following way. We define L(x) = Y. |I.(—, >, <)| x"
and we show that it satisfies the equation

L(x) =1+ xL*(x). (2.5.3)
Solving it with respect to L(x) gives

1++v1-—4x 1—+v1—4x
L(x): 2x - 2x

where the last equality holds because L(0) = 1. Since 17@ is the generating
function for C,;, the claim will hold.

Take an inversion sequence ¢ € I,(—, >, <) and let e, be the last maximal entry
(that is, the last entry of e having the maximal possible value at its position). We
know that (ey,...,e,-1) € Ly_1(—,>,<) since e € I,(—,>,<). Moreover, if we
subtract m — 1 from the positive entries of (e;11,...,e,) we obtain a sequence in
Li—m(—,>,<), since ej is at most j — 2 for all m +1 < j < n by definition of m and
using the aforementioned characterization.

Conversely, take the inversion sequences g € I,_1(—,>,<)and h € I,_(—,>
,<). If you add m — 1 to the positive entries of i and we concatenate it after g -
(m — 1), we obtain an inversion sequence in I,,(—, >, <) where e,, = m — 1 is the last
maximal entry.

This contributes the term

Z Z [ In—1( | (=, =, <) x")

n>1 m=

=) 2 (T = 2, - [ (=, 2, <) ")

n>1 m=

to the equation 2.5.3, where we used the Cauchy product.
The inversion sequence of length n = 0, not considered in our process, con-
tributes the term 1 to the equation 2.5.3. O

Table 2.5 shows a list of cases falling in the type of proof presented in this section.
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Pattern ‘ Reference ‘ Section
*021 [4] 2.2
*(—,>,<) [12] 2.14.2
(>,—,>) [12] 2.24.3
(<, >, #) [12] 3.1.1

TABLE 2.5: Cases falling in the type of proof "Generating function".

2.6 Generating tree

The sixth method I present is the one where you prove a result by means of generat-
ing trees. We start by explaining the concept of generating tree, following [2].

Let C be a combinatorial class such that |C;| = 1. A generating tree for C is an
infinite rooted tree with the objects of C being the vertices of the tree, such that every
object is represented only once in the tree, and such that at the level n of the tree
there are only objects of size n (we index the levels from 1 starting from the root).

You go to the next level of the tree adding an atom, which is a part of the object
that increases the size of the object by 1, to an object ¢ € C of the previous level: the
objects obtained by adding an atom to some object c are called the children of c.

From above we know that every object is represented only once in the tree and
therefore we have to define some rules that tell which additions are admitted: the
process of adding atoms following these conditions is called the growth of C.

When the number of children of each node in the generating tree is controlled
by the value of some statistic, the growth of C is transferred into a succession rule
in which you have a first label, called axiom, that indicates the value of the statistic
on the root object, and a set of pairs (label, set of labels), called productions, that
indicate how the values of the statistic in the tree evolves.

You can find any term of the enumeration sequence of a combinatorial class C
directly from the succession rule: if you count (with repetition) the number of labels
that are produced by applying n — 1 times the set of productions starting from the
root, you obtain the n-th term of the enumeration sequence. Another way to find it
is from the generating tree: if you count the number of vertices at level n in the tree
you obtain the n-th term of the enumeration sequence.

In what follows, I present an example in order to understand better the concepts
of generating tree and succession rule. It is about the classical growth for the combi-
natorial class of Dyck paths.

Definition 2.6.1. A Dyck path of size n is a lattice path from (0,0) to (2n,0), staying
weakly above the x-axis and using only the up-step U = (1,1) and the down-step D =
(1,-1).

In this case the atoms are the factors UD. So in order to obtain a child of some
Dyck path d we add a factor UD to d. Since every Dyck path is represented only
once in the tree we define a rule that says where we can add the atom: we can insert
a UD factor only at some point of the last descent, which is the longest suffix without
U-steps. Hence if D is the last descent, you can insert the UD factor in the following
ways: UDDK, DUDD*-!, DDUDD*-2,..., D*¥-2UDDD, D*-'UDD, D*UD.

In the next figure we can see the first three levels of the generating tree, with the
objects as nodes, for the class of Dyck paths.
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In this case the number of children represented in the tree is controlled by the
length of the last descent and so the labels in the generating tree indicate the number
of D steps in the last descent. In the next figure we can see the first four levels of the
generating tree, with the labels as nodes, for the class of Dyck paths.
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The growth of the class of Dyck paths produces the following succession rule:

1
Qcar = {(h) ~ (1),(2),...,(H), (h+1).

As an example, if we look at the third level of the tree, we see 5 objects and if
we look at the succession rule we see that the number of labels produced from the
root after two applications of the productions is 5. Therefore the third term of the
enumeration sequence of Dyck paths is 5 and it is a well-known fact that Dyck paths
are counted by Catalan numbers, indeed it holds that C3 = 5.

As shown, generating trees are very useful both for generating the objects of a
combinatorial class and for finding any term of its enumeration sequence. In the
next section, I show a continuation of the generating tree method to further derive
closed formulas.

In what follows, I present two examples of this method and the following defini-
tion will be useful for both of them.

Definition 2.6.2. Let 7t be a permutation of length n. An entry 7; is a left-to-right maxi-
mum if j < i implies that 71; < 71;. An entry 7; is a left-to-right minimum if j < i implies
that 7t; > ;. An entry 7; is a right-to-left maximum if j > i implies that 7t; > ;. An
entry 7t; is a right-to-left minimum if j > i implies that 7t; < 71;. The same holds for an
inversion sequence e of length n.

2.6.1 First example

The pattern of the first example (presented by Beaton-Bouvel-Guerrini-Rinaldi [2]
in Chapter 4) is the triple of relations (>, >, >). The family I(>, >, >) is called the
family of Baxter inversion sequences, since (as we shall see) its counting sequence is
the sequence of Baxter numbers.
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We start by proving two characterizations for this family.

Proposition 2.6.3. An inversion sequence e € I, avoids (>,>,>) if and only if it avoids
100, 110 and 210.

Proof. “="Lete € I, such that thereisno i < j < kwithe; > ¢; > ¢, ¢; > ¢. This
means that there isno i < j < k such that e; > ¢; = ¢, nor such that ¢; = ¢; > ¢; and
nor such that e; > ¢; > e;. Therefore e avoids 100,110 and 210.

“«<"Conversely, let e € I, such that e avoids 100,110 and 210. Then there is no
i < j < ksuch thate; > e; = e, nor such that ¢; = ¢; > ¢, and nor such that
e; > ej > e, which is equivalent to the absence of i < j < k withe; > ¢; > e, e; > ¢.
Therefore e avoids (>, >, >). d

Proposition 2.6.4. An inversion sequence e € 1, avoids (>,>,>) if and only if for all i
and j, with i < jand e; > ej, both e; is a LTR maximum and e; is a RTL minimum.

Proof. “=" Lete € I, such that e avoids (>, >, >) and let e; > ¢; with i < j.

If ¢; is not a LTR maximum then there exists k < i such that ¢, > ¢;. But then
exeiej forms a 210 or a 110 in e, which is a contradiction.

If ¢j is not a RTL minimum then there exists k > j such that ¢, < ¢;. But then
eiejex forms a 210 or a 100 in e, which is a contradiction.
“<=" Conversely, let e € I, such that for all ;, j with i < jand e; > ¢; both ¢; is a LTR
maximum and ¢j is a RTL minimum.

If e doesn’t avoid 100 then there is i < j < k such thate; > ¢; = ¢;. But then ¢; is
not a RTL minimum.

If e doesn’t avoid 110 then there is i < j < k such thate; = ¢; > ¢;. But then ¢; is
not a LTR maximum.

If e doesn’t avoid 210 then there is i < j < k such thate; > ¢; > ex. But then ¢; is
not a RTL minimum. ]

The following result consists in a succession rule for the family I (>,>,>).

Proposition 2.6.5. There exists a growth of the Baxter inversion sequences that corresponds
to the succession rule

(1,1),

(k) ~ (h—1,k+1),...,(1,k+1),
(1,k+1),
(h+1,k),...,(h+k1).

QBux =

Remark 2.6.6. The succession rule O,y is known to correspond to Baxter numbers (see
[8]). I show the proof of this fact in section 2.8.

Proof. We describe a growth for Baxter inversion sequences in the following way.
We start by defining

last(e) = rightmost entry of e which is not a LTR maximum, if any
| smallest value of e, otherwise

) rightmost entry of e which is not a LTR maximum, if any
o otherwise.
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Firstly, suppose that the rightmost entry of ¢ which is not a LTR maximum is in
position k. If e is not the largest value that is not a LTR maximum, then thereisi < k
such that ¢; is not a LTR maximum and e; > ¢;. But then thereis [ < i with e; > ¢;, so
we havel < i < kand ¢, < ¢; < ¢; which contradicts the fact that e avoids 210 and
110. So, if a rightmost entry of e which is not a LTR maximum exists, it holds that
last(e) is also the greatest value that is not a LTR maximum.

Secondly, suppose that the rightmost entry of e which is not a LTR maximum
exists and is in position k. This means that there exists j < k with ¢; > ¢;. Between
these two entries there can be a strict inequality and as a consequence of this last(e)
creates an inversion (that is, there is an entry e, to the left of last(e) with e, > last(e)),
or there can be an equality and so last(e) doesn’t create an inversion.

We want to describe a growth for Baxter inversion sequences by adding a new
rightmost entry to ¢, but in order to do this we have to distinguish two cases accord-
ing to the previous consideration. We have two possibilities:

1. there doesn’t exist an entry which is not a LTR maximum, or there exists one
and the rightmost such doesn’t create an inversion

2. there exists the rightmost entry of e which is not a LTR maximum and this
entry creates an inversion.

The growth in these two cases behaves like this:

1. Claim: the sequence ¢’ = (ey, ..., e, enew) € Iy+1(>,>,>) if and only if
last(e) < epewy < 1.

Proof of the claim: Let ¢’ = (e1,...,en, enew) € Iy11(>,>,>). If all the entries
of e are LTR maxima, by Proposition 2.6.4 e,,.;, can be whatever you want less
than or equal to n and indeed 0 = last(e) < ey < 1. If the rightmost entry of
e which is not a LTR maximum doesn’t create an inversion, then we have that
if eyew < last(e) they create an inversion but last(e) is not a LTR maximum and
therefore we obtain a contradiction to Proposition 2.6.4.

Conversely, assume by contrapositive that ¢’ = (ey,...,en, enew) & Li41(>,>
,>). Then by Proposition 2.6.4 there exists i < j with ¢; > ¢; such that e; is not
a LTR maximum or e is not a RTL minimum. But since e € I,,(>,>,>) then
j = n+1and e; is not a LTR maximum (which in the first possibility of the first
case is already a contradiction). So we have ey, < e; < last(e). The claim is
proved.

Now we look in which case ¢’ falls, depending on the entry e,.: this will be
useful for the computation of the productions. One possibility is that last(e) <
enew < maxx(e) which implies that ey, is not a LTR maximum, hence last(e’) =
enew, and maxx(e) and e,ey create an inversion which leads ¢’ in case 2). An-
other possibility is that e,.,, = maxx(e) which implies that last(e’) = ey, but
without forming an inversion because before e;,¢,, there are no elements > ¢;,¢1,
and this leads ¢’ in case 1). The last possibility is that maxx(e) < epery < 1
which implies that ey, is @ LTR maximum and that last(e) = last(e’), hence
last(e’) doesn’t create an inversion, so this leads ¢’ in case 1).

2. Claim: the sequence ¢’ = (ey, ..., ey, enew) € Iy11(>,>,>) if and only if
last(e) < epewy < M.

Proof of the claim: let e’ = (ey,...,en, enew) € Lny1(>,>,>). If the rightmost
entry of e which is not a LTR maximum creates an inversion, say with e;,,, and
if you assume that e, < last(e), then e;,,last(e)eye, forms a 100 or a 210 inee,
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which contradicts Proposition 2.6.3.

Conversely, assume by contrapositive that ¢ = (eq,...,en enew) & Lnt1(>
,>,>). Then by Proposition 2.6.3 ¢’ contains at least one of the patterns
100,110,210 and since e € I,(>, >, >) the entry ey, plays the role of the last
0. Thus ey, must be less than or equal to the entry which plays the role of the
second element of the pattern, which in all the three cases is not a LTR max-
imum. So ene, < last(e), since last(e) is the greatest value that is not a LTR
maximum. The claim is proved.

Now we look in which case ¢’ falls, depending on the entry ey;,: this will be
useful for the computation of the productions. One possibility is that last(e) <
enew < maxx(e) which implies that ey, is nota LTR maximum, hence last(e') =
enew, and maxx(e) and ey, create an inversion which leads ¢’ in case 2). An-
other possibility is that e,.,, = maxx(e) which implies that last(e’) = epen but
without forming an inversion because before e, there are no elements > e,
and this leads ¢’ in case 1). The last possibility is that maxx(e) < epery < 1
which implies that ey, is @ LTR maximum and last(e’) = last(e), therefore
last(e') creates an inversion, so this leads ¢’ in case 2).

According to this growth, the condition that every e € I,(>,>,>) is represented
only once in the generating tree is satisfied, since if you remove the last entry of
¢ € I,11(>,>,>) you obtain an inversion sequence e € I,(>,>,>) and ¢’ can only
be obtained from this e.

The labels for our inversion sequences in I,(>, >, >) are (h, k), where

1. h = maxx(e) — last(e) + 1 and k = n — maxx(e)
2. h = maxx(e) — last(e) and k = n — maxx(e).

The root object is the zero inversion sequence of length 1 and it belongs to case 1),
implying thath = 0—-0+1=1and k = 1 -0 = 1, so the axiom of our succession
ruleis (1,1).

Lete = (e1,...,e4) € I,(>,>,>) with label (h,k) and ¢’ = (eq,...,en, enew) €
Li+1(>,>,>) with label (Mpew, knew). Considering our growth (described above in
both cases) we obtain the following productions:

1. If epewy = last(e),...,maxx(e) — 1 then last(e’) = enery and € falls in case 2).
This implies that hy,., = maxx(e’) — last(e') = maxx(e) — epery = h + last(e) —
1 — enew and kpewy = (n +1) — maxx(e’) = (n +1) — maxx(e) =k + 1.
Hence the labels are (h — 1,k +1),...,(1,k+1).

If eyey = maxx(e) then last(e’) = eye and €’ falls in case 1). This implies
that hyey = maxx(e’) — last(e') + 1 = maxx(e) —epew +1 = 1 and kyey =
(n+1) —maxx(e') = (n+1) — maxx(e) = k+ 1.

Hence the label is (1,k +1).

If epery = maxx(e) +1,...,n, that is ey = maxx(e) +1,1 = 1,...,k = n—
maxx(e), then last(e') = last(e) and ¢’ falls in case 1). This implies that hy,e =
maxx(e') — last(e’) + 1 = maxx(e) +1 —last(e) +1 = h+1,1 = 1,...,k and
knew = (n+1) —maxx(e’) = (n+1) — (maxx(e) +1)=k+1-1,1=1,...,k
Hence the labels are (h + 1,k), (h+2,k—1),...,(h+k,1).

2. If epery = last(e) +1,...,maxx(e) — 1 then last(e’) = epery and ¢’ falls in case 2).
This implies that /e, = maxx(e') — last(e') = maxx(e) — epery = h + last(e) —
enew and kyepy = (n+ 1) — maxx(e’) = (n+1) — maxx(e) = k+ 1.

Hence the labels are (h — 1,k +1),...,(1,k+1).
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If eyey = maxx(e) then last(e’) = epnep and € falls in case 1). This implies
that hyey = maxx(e’) —last(e’) +1 = maxx(e) — epewy + 1 = 1 and kyeyy =
(n+1) —maxx(e') = (n+1) — maxx(e) = k+ 1.

Hence the label is (1,k +1).

If epewy = maxx(e) +1,...,n, that is eyey = maxx(e) +1,1 = 1,...,k = n—
maxx(e), then last(e') = last(e) and ¢’ falls in case 2). This implies that hy,e, =
maxx(e') — last(e') = maxx(e) +1 —last(e) = h+1,1 = 1,...,k and kyewy =
(n+1) —maxx(e') = (n+1) — (maxx(e) +1)=k+1-11=1,...,k

Hence the labels are (h + 1,k), (h+2,k—1),...,(h+k,1).

Hence the growth of the Baxter inversion sequences corresponds to the succes-
sion rule Og,y. O

2.6.2 Second example

This example (presented by Guerrini [7] in subsection 1.3.5 and where some parts of

the proof are missing) is a bit different from the others in the sense that the objects

considered are permutations and not inversion sequences. But since the topic of pat-

tern avoidance in inversion sequences followed from the one of pattern avoidance in

permutations and because of the brief introduction in Section 1.2, I find it interesting

to give an example featuring permutations. The pattern we are interested in is 132.
Before proving the main result we need some definitions.

Definition 2.6.7. Let m = 7712 . . . 71, be a permutation of length n. A site is any position
between two consecutive elements mty and 1y, forallk =1,...,n —1.

Definition 2.6.8. Let 1 = 17y ... 7, be a permutation of length n such that 7t avoids
a set of patterns B . An active site is a site where you can add the value n 4 1 obtaining a
permutation 7v’ of length n + 1 that still avoids the patterns in B.

The following result provides a succession rule for the family S, (132).

Proposition 2.6.9. There exists a growth of the 132-avoiding permutations that corresponds
to the succession rule

Ocat = { !
(h) ~ (1),(2),...,(h),(h+1).

Proof. We describe a growth for 132-avoiding permutations in the following way.

We have to look at which are the active sites in a permutation that avoids 132. Let
T = 77y ... 7Ty be a permutation of length n that avoids 132. It holds that 7t avoids
132 if and only if 7’ = (n + 1)1y 717 . . . 71, avoids 132, and hence the site before 711 is
active.

But this is not the unique active site of 7: a site of 77 is active also if it is in the
position after a RTL maximum, and viceversa. This holds for the following reason.
Consider an active site of 77 and assume it is in the position after an element, say
7t;, which is not a RTL maximum. This implies that there exists an index j > i with
7; > ;. But then we obtain a permutation 7’ of length n 41 with i < i+1 <
jrland m = f < iy = n+1>m = N;H and m; = m < 7 = 7T;+1,
hence 77’ contains 132 and so our active site is in the position after a RTL maximum.
Conversely, we add n + 1 immediately after a RTL maximum, say 77;, and we assume
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that the resulting permutation 77’ contains 132. Since 7 avoids 132, the role of 3 is
played by n + 1. Moreover, 71; being a RTL maximum implies that there isno j > i
with 71; > 71; and so the role of 1 is not played by 7;. From these two observations
we deduce that there exist k < i and j > i with 7 < 71; that together with n + 1
create a 132 in 77’. But then we have k < i < jand m; < nj < 7, since 71; is a RTL
maximum, which contradicts the 132-avoidance of 7.

Now that we know the active sites of a 132-avoiding permutation, we want to de-
scribe the growth by adding 7 + 1 in the active sites of 77. According to this growth,
the condition that every permutation in S, (132) is represented only once in the gen-
erating tree is satisfied, since if you take away the maximal value of 77’ € S,,;1(132)
you obtain a permutation 7t € S,(132) and 7’ can only be obtained from this 7.

The label for our permutations in S, (132) is (h), where & is the number of RTL
maxima. The root object is the permutation 1 of length 1, implying that # = 1 and so
the axiom of our succession rule is (1).

Let 7 € 5,,(132) with label (/). Considering our growth we obtain the following
productions. If a permutation has # RTL maxima, then we can add the value n + 1
after these h elements and before the first element 7r; and so & + 1 permutations are
produced by 7.

If n + 1 is added before 711, then 1 + 1 becomes a RTL maximum and hence 7/
has h + 1 RTL maxima in total, producing the label (h + 1).

If n +1is added after a RTL maximum, say 7;, then 71; and all the RTL maxima
before 71; are not anymore RTL maxima, since there is the index i +1 > i such that
T 41 is greater than all elements, and 7 + 1 becomes a RTL maximum. Hence 7t’ has
h — 1+ 1 RTL maxima, where 7; is the [-th RTL maximum of mrand [ = 1,...,4,
producing the labels (h), (h —1),...,(1).

We obtain that the growth of the 132-avoiding permutations corresponds to the
succession rule Qcy;. O

Table 2.6 shows a list of cases falling in the type of proof presented in this section.

Pattern Reference | Section
(>,—,>) [2] 2.2
(>,—,>) [2] 2.2
(>,2,>) [2] 3.2
*(>,>,>) [2] 4.2
(=,>,-) [2] 5.2
*132 [7] 1.35
(#2>,>) [15] 8.1

TABLE 2.6: Cases falling in the type of proof "Generating tree".

2.7 The kernel method

The seventh method I present is the kernel method. This method is actually a con-
tinuation of the previous one. When you know a succession rule for a certain family,
you can find a functional equation which has as solution the generating function of
this family. At this point the kernel method allows you to solve this equation and
consequently to find the desired generating function of the combinatorial class. But
this is not always the case, sometimes the kernel method doesn’t work.
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In this case the mentioned functional equation involves a bivariate generating
function where one variable stores the size of the considered object of our combina-
torial class and the other stores the label of the considered object in the generating
tree. At the end we will arrive at an equation that contains only the first variable.

This method can be used, if we go back to Section 2.6, to find the generating
function of the counting sequence that corresponds to the succession rule Q¢,; of the
second example since the labels are arrays of length 1. Instead, the labels concerning
the first example are arrays of length 2 and this implies that two variables are not
enough to store the size, the first entry of the label and the second entry of the label
of the considered object. In this case we use another method that I will present in
the next section.

In the sequel I give an example (presented by Guerrini [7] in subsection 1.3.6) of
this method and more precisely I will go on with the second example of the previous
section.

Let C be the combinatorial class of the 132-avoiding permutations. We start with
the bivariate Catalan generating function

Feat(x,y) = E |Cn,h’xnyh

n,h>1

where C, , is the set of objects of C of size n and with label value / in the generating
tree, x stores the size and y stores the value of the label.
Putting the focus on the variable x, the bivariate Catalan generating function

takes the form
Y Galy)x"

n>1

where G,(y) = Y1 |Cunly" is the generating function of the objects appearing in
the generating tree associated to ()¢, that have size n, with y storing the value of
the label. G, (y) is a polynomial in y which has degree n, since an object which has
size n stays at level n of the generating tree and here the labels have values at most
1. S0 Gy (y) = c-y" + O(y" 1), for a positive real number c.

Putting the focus on the variable y, the bivariate Catalan generating function

takes the form
Y Fu(x )y
h>1

where Fj(x) = Y¥,51|Cyn| X" is the generating function of the objects appearing in
the generating tree associated to ()¢, that have label (h), with x storing the size.

By looking at the succession rule ()¢, we can see that the object of size 1 with
label (1) contributes the term xy to Fcu(x,y) and an object of size n with label (h)
produces h + 1 objects of size n + 1 with label (1), (2),..., (h+ 1), respectively, and
these contribute the sum x"+1y + x"*1y? + ... + x"*1y*1 to Fop(x, y). The bivariate
Catalan generating function satisfies

Fear(x,y) = xy+ Y Y [Copl (X" Ty + 2"y 2"y
n>1h>1
=xy+ ) Fu(x)x(y + 2y,
h>1

We go on with the functional equation satisfied by Fe(x, y).
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Proposition 2.7.1. The following functional equation for Fc,(x,y) holds:
x
Feat(%,y) = xy + 1_}/}/(ch<x, 1) — yFea(x,1)). (2.7.1)

Proof. Using the above form of Fcq(x, y) and the geometric series we obtain that

Fear(x,y) =xy+x Y B(x)(y+y*+...+y"™)

h>1
=xy+x Y By +y+...+y")
h>1
1— h+1
=xy+x) Fx) (y(ly))
=1 Y
=xy+ X_iy Y Fi(x) (1~ y
h>1
= xy+ =L Y (Fulx) — B (x)y")
h>1
Xy
= xy + ﬂ(ch(xJ) — yFca(x,)). -

Now that we have the functional equation for Fcy(x,y), we can use the kernel
method in order to solve it and to find the solution Fcy(x,1).
Firstly, we collect the terms containing Fc,(x,y) obtaining

Feu(x,y) + 22 F o Fou(xy) = xy + yyzfcm 1)

2
i.e. Fear(x,y) <1 + 1’? y) =xy+

nycm(x 1).

The last equation is called the kernel form of the functional equation 2.7.1 and the
coefficient Kcge(x,y) = 1+ % of Feat(x,y) is called kernel.

Secondly, we equal the kernel to 0 and we solve the equation K¢y (x,y) = 0 with
respect to the variable v,

2

Kegt(x,y) =0 — 1+1zy_0
1—y+xy .
1-y

= 1l-y+x?=0

whose two solutions (since it is a quadratic polynomial in y) are

Yl(x) 1+\/1 —4x and YZ( ) 1—\2/}(—435.
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a(a—1)...(a—n+1)
n!

1

Using the formula (1+z)* =1+),5; Z"withz = —4xand a = 5 we

can compute

VI—dx =1+ %(—49() L 21/2) (—dx)? + 1/2(=1/2)(=3/2) (—4x)°

) 6
. 1/2(—1/2)(2—43/2)(—5/2) (—4x)*
L A2CYDEIDESAETD g o(x)

=1—2x —2x* — 4x% — 10x* — 28x° + O(x®)

and substituting it in Y7 (x) and Y>(x) we obtain the power series expansions of the
two solutions

1+1—2x —2x% — 4x3 — 10x* — 28x° + O(x®)

Y, (x) =
1(x) 2x
=x 1 —1—x—2x%—5x° — 14x* + O(x°),
1— 1+ 2x 4 2x% 4 4x3 4+ 10x* + 28x° + O(x)
Ya(x) =

2x
=1+ x+2x2 +5x° + 14x* + O(x°).

Then we analyze the two solutions in order to understand which one we can use
in our process.

We know that K¢, (x, Y1) = 0. Moreover, in order to see if Fcy(x, Y1) is conver-
gent or not, we write Fcg (%, ) as )50 Gu(y)x" like in Equation 2.7. If we substitute
y = Y; in the polynomial G,(y) we obtain a series in x where from the term (x~1)"
we can see that the lowest power of x is —n and hence G,(Y;) = ©(x~"). Con-
sequently, multiplying G, (Y;) by x" it follows that for all n G,(Y7)x" = ©(1). So
Y >0 Gn(Y1)x" = Feae(x, Y1) is not a convergent power series in x.

For the other solution, we also know that Kcg(x,Y2) = 0. Furthermore, writing
Feat(x,y) as before and substituting y = Y5 in the polynomial G,(y) we obtain a
series in x where from the term 1" we can see that the lowest power of x is zero and
hence G,(Y2) = ©(x) = ©(1). Then ¥_,.»yy Gu(Y2)x" = O(xN) since in this case the
lowest power of x is N and so we obtain that for all N

Feat(x,Y2) = ) Gu(Y2)x"

n>0
= Z Gn(Yz)x” + Z Gn(Yz)x”
n<N n>N

=0(1)+0(xN) =0(1)

which implies that Fo(x, Y2) is a convergent power series in x.

After these considerations we deduce that substituting y = Y7 in the kernel form
of the functional equation gives K¢yt (x, Y1) = 0, but Feg(x, Y1) not convergent. So
we cannot deduce Kcqe(x, Y1) Fear(x, Y1) = 0. Instead, substituting y = Y> in the
kernel form of the functional equation we can deduce Kcut(x, Y2)Fea(x,Y2) = 0,
since Kcge(x,Y2) = 0 and Fege(x, Y2) convergent.

So substituting y = Y> in the kernel form of the functional equation leads to an
equation with only Fcy(x, 1) as unknown

xY,
0=1xY,+ ﬁﬂ;gt(x,l)
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which then results in

1-Y, 1—+v1—4x 1—2x—+/1—4x
=Y,-1="—"—Y" = 1= ,
xYs 2x 2x

Fear(x,1) = —xY

which is the solution for the enumeration of our objects.
Setting this result in the kernel form of the functional equation we have

xy 1—2x—+/1—4x 1-—
FCat(xry) = (xy+ 1_yy 2x ) 1_y+yxy2
_xy(l—y) +xy(1—2x—\/1—4x)
Iyt P 2x(1 -y +xy?)

_ 2x%y(1—y) +xy(1—2x — V1 —4x)
2x(1 =y +xy?)
Cy(2x(1—y)+1—2x—/1—4x)
2(1 -y +xy?)
_y(1—2xy—V1-4x)
20—y 4P

7

which provides a refined enumeration of our objects, keeping also track of the value
of the label.

Substituting the term /1 — 4x computed before in Fcy(x,1) and Feg(x,y), we
obtain their power series expansions

1—2x — 1+ 2x + 2x% 4 4x3 + 10x* + 28x° + O(x°)

F, 1) =
Cat(x/ ) 2%

= x 4+ 2x% + 5x% + 14x* + O(x5),

y(1—2xy — 14 2x + 2x% 4 4x3 + 10x* + 28x° + O(x°))
Fear(x,y) = 2
2(1 —y +xy?)
_ y(—xy +x+ 2% +2x% 4 5xt + 14x° + O(x%))
B 1—y+ xy?

= yx + (y + Dyx® + (> + 2y + 2)yx® + (v + 3y* + 5y + 5)yx
+ (v + 49 + 9y + 14y 4 14)yx® + O(x°)
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where in the last equality we performed the Taylor expansion computing

PCat(Ory) = 0/
FL () = (1 —y) + 2x + 6x2 + 20x% 4+ 70x*) (1 — y + x?)
o (1—y+xy?)?
(x(1 —y) + x? + 2x3 + 5x* + 14x°)y?
- (1 -y +xy?)? '
(1-y)* _

Féar(0,y) = A—y? 1,

Floy(x,y) = ((2+ 12x + 60x? + 280x° — 2y — 12xy — 60x%y — 280x°y + 2xy* + 12x°y°
+ 60x3y* + 280x*y?) (1 — y + xy?)? — (1 — 2y + 2x + 6x° + 20x° 4 70x* + 12
— 2xy — 6x%y — 20x°y — 70x*y + 2%y + 4x3y? + 1542 + 56x°y%)2(1 — y + xy°)y?
/A=y +xy?),

2—2y)(1—y) — (1 =2y +y*)2(1 —y)y*

(/Z/at(oly) = (1—y)*
20—y -y’ - (1-y)*20-y)y
(1-y)*
_21-y)Pa-v?)
(1—y)*

21—y -y)(+y) _
— e =2(1+vy),

F//t 0,

Caz(! y) — 1_|_y

(k)
and all the other terms w, where the derivatives are computed with respect to

the variable x.

Table 2.7 shows a list of cases falling in the type of proof presented in this section.

Pattern/Class ‘ Reference ‘ Section

*132 [7] 1.3.6
Dyck paths [7] 137
(110,102) [15] 4.2
(120,102) [15] 43

TABLE 2.7: Cases falling in the type of proof "The kernel method".

2.8 The obstinate kernel method

The eighth method I present is the obstinate kernel method. This method is also
a continuation of the one of generating trees and it is a variant of the previously
presented kernel method. The idea is the same: you solve a functional equation,
obtained from the succession rule, which has as solution the generating function of
the combinatorial class you are interested in. The obstinate kernel method applies to
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some cases (not all) where labels are pairs of integers, but sometimes it doesn’t work
(see for example the fifth chapter of [3]).

But in this case the functional equation involves a trivariate generating function
where one variable stores the size of the considered object of our combinatorial class,
one variable stores the first entry of the label of the considered object in the generat-
ing tree and the other stores the second entry of the label. At the end we will arrive
at a system of equations that contain only the first and the second variable.

This method can be used, if we go back to Section 2.6, to find the generating
function of the counting sequence that corresponds to the succession rule Qp,, of
the first example since the labels are arrays of length 2.

In what follows, I give an example (presented by Kim-Lin [8] in Chapter 4) of
this method, in particular I will continue the first example of Section 2.6. We want
to prove that |I,,(>, >, >)| = B,, where B, is the n-th Baxter number that is known
to count the Baxter permutations, that is the permutations that avoid the vincular
patterns 2413 and 3142.

We start with the trivariate generating function of I,(>, >, >)

Fpax(v,y,2) = Y |Bungl x"y"z"
n,hk>1

where B,, j, i is the set of objects of I,,(>, >, >) of size n and with label’s values h and
k in the generating tree, x stores the size, y stores the first entry of the label and z
stores the second entry of the label.

Putting the focus on the values of the label, the trivariate generating function of

I,(>,>,>) takes the form
Y Fue(x)y'Z*

hk>1

where Fj i (x) = Y,>1 | By k| x" is the generating function of the objects appearing in
the generating tree associated to O,y that have label (h, k), with x storing the size.

By looking at the succession rule (g, we can see that the object of size 1 with
label (1,1) contributes the term xyz to Fp,x(x,y,z) and an object of size n with label
(h, k) produces h + k objects of size n + 1 with labels

(h—1,k+1),...,(L,k+1),(Lk+1),(h+1,k),...,(h+k1),
respectively, and these contribute the sum
AL ke L kL ek ek
to Fpax(x,,z). The trivariate generating function of I,,(>, >, >) satisfies

FBax(xz y,Z) = xyz + Z Z |Bn,h,k| (xn+1yh—1zk+l NI xn+1yzk+l + xn+lyzk+l
n>1hk>1

+ xn+1yh+1zk 4o+ xn+1yh+kz)

=xyz+ Y Fue(x)x(y" 12 4y Ty T R iRy
Ik>1

=xyz+ Y F(0)x((" '+ 4Ty 4 (M Ly ).
Ik>1

We go on with the functional equation satisfied by Fgay (%, ¥, 2).
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Proposition 2.8.1. The following functional equation for Fpay(x,y,z) holds:

1+ rz + iz Fpax(x,y,2) = xyz+ xyz <1 + 1> Fpax(x,1,2) + iZl-]ggx(x, v, Y).
-y 1-: 1—y 1-:
(2.8.1)

Proof. Using the above form of Fg,y(x,y,z) and the geometric series we obtain that

Foor(%,y,2) = xyz+ Y, Fue()x((" 1 4. 4+ y)2 + 2" + (2R 4y )

hk>1
= xyz + E 1—”;,,k(x)xyszrl +x Z Fh,k(x)(yh_1 +...+ y)szrl
hk>1 hk>1
+x Y B0 4y )
nk>1

1— h
= xyz + xyzFpax (x,1,2) +x Y Fui(x) (1]/ - 1) S+
Ik>1 4

+x Y Fui(x) (11__(Zy>l(> yitizk

hk>1

_ ok
= xyz + xyzFpae(x,1,2) + x Z Fy (x) (yy) LK+

hi>1 T-y
(Y B0y — Y Bi(x)y"y)
y hi>1 hk>1

ZFhk )y — Y Fui(x)

hk>1 hk>1

xXyz
+Z y(FBax(x /Y,2) — Fpax(%,y,Y))

= xyz + xyzFpa(x,1,2)

= xyz + xyzFpux(x,1,2) + 1x_zy(yFBax(x/ 1,z) — Fpax(x,1,2))

Xz

+ 1(FBuX(x Y,z z) — FBax(xryry))~

i

Putting together the terms containing Fgay (¥, ¥, 2)

Xz Xz 1 Xz
(l +t1z y t1_ Z) Fpax(x,y,2) = xyz+ xyz (1 + 1_y> Fpax(x,1,2) + ?Fgax(x,y,y)
y y

and Equation 2.8.1 holds. O
We move the attention on Baxter permutations.

Definition 2.8.2. A permutation 7 = 17, ... 7, is a Baxter permutation if there are
noi < j <kwithl <j<j+1 <k < nsuchthat miy < m < me < 7jor
T T <TG < TTj41

Proposition 2.8.3. A Baxter permutation is a permutation that avoids the vincular patterns
2413 and 3142.

We consider a growth for Baxter permutations by adding the point n 4- 1 either
immediately before a LTR maximum of 7t or immediately after a RTL maximum of
71. Moreover, the labels for our objects are (p, q), where p=number of LTR maxima of
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the Baxter permutation 7t and g=number of RTL maxima of the Baxter permutation
T.
We obtain our enumerative result if we prove the following theorem.

Theorem 2.8.4. For n > 1 it holds

Z Z yh+k _ Z yltrma(ﬂ)-i-rtlma(n),

hk>1ecl,(>,>,>) meS, (2413,3142)
with label (h,k)

where Itrma(7t) is the number of LTR maxima of 7t and rtlma(r) is the number of RTL
maxima of 7t.

Let Gpax(X,Y,2) = Ln>1 Lnes, (24133142) x"yltrma(m) zrtima(7) be the generating func-
tion of Baxter permutations, where [trma(7t) and rtlma(7t) are the two entries of the
label of the succession rule associated to the growth of Baxter permutations. Now
that we have the functional equation for Fp.y(x,y,z), we use the obstinate kernel
method in order to solve it. We show that Fg,x(x,y,y) = Gpax(x,y,y), and then the
theorem is proved since

Gpax(%,1,¥) = Foax(x,y,y) & Y 1" y yttrma()+rtima()

— Z |Bn,h,k|xnyh+k

n,hk>1

_ Z X" Z Yk,

n=1 el (>,>,>)

Proof. Equation 2.8.1 is already in the kernel form with the kernel Kg,y(x,y,2z) =

(1 + % + 1{2 > Setting w = ;, for convenience, Equation 2.8.1 becomes
Y

Xyw

(1 TR L. ) Fgax (x, ¥, yw) = xy*w+ xy*w <1 + iy) Fpax(x,1,yw) + Fpax (x, 4, )

-y 1-w 1 1—-w

and setting y = 1+t and w = 1 + u in the last equation we obtain

<1+x(1+?51+u) +x(l—H‘_)L(ll—i—u)

> Fpax(x, 14+t (1+£)(14u))
=x(1+)*(1+u) +x(1+£)*(1 +u) (1 + _1t> Fpax(x,1, (14 t)(1 +u))

+x(1 +1)(1+4u)

~ Fpox(x,14+1t,141).

Multiplying by o o the last equation takes the form

x(T+8)(1+u)

tu—x(1+t)(1+u)(t+u)
x(14+t)(1+u)

tu(1+t) — u(1— ) Fpan(x, 1, (1 + 1) (1 +u)) — tFpar(x, 1+ 1,1 +1).  (2.8.2)

Fpax(x, 1+t (1+t)(1+u)) =

The kernel of the functional equation 2.8.2 isnow Kpgy (x, t, u) = t”_xﬁf ngg rl)lgtw)

(where Knpax(x, t,u) = tu — x(1+t)(1 + u)(t + u) is the numerator of the kernel),
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we equal it to 0 and we solve the equation K,y (x, t, ) = 0 with respect to the vari-

able u,

tu—x(14+6)(1+u)(t+u)

x(1+ (1 +u) =0 < tu—x(1+t)(1+u)(t+u)=0.

The quadratic polynomial in u has the form

tu—x(14u+t+tu)(t+u) = tu — x(t+ tu+ 2 + u + u + u> + tu + tu?)

= —x(1+t)u? — (x(1+ 1) — thu — xt(1 +1t)

whose two solutions are

Yl(x, t)

and

Yz(x, t) =

x(T+8)2—t—/(x(1+ )2 — )2 — 4x2(1 + t)2¢

—2x(1+1t)
1—x(1+t)(1+%)+\/1—2x(1+t)(1+ )+ 51+ 121+ 12 —4x2(1+)(1+ 1)
2x(1+4 1)
1—x(1+ 01+ 1) +/1-2(1+ (1 +1) - 21— 2)(1 - (1))
2x(1+ 1)

1-x(1+ 1+ 1) — 1201+ (A + 1) — 21 - 2)(1 ~ (})2)
2x(1+;) .

Then we analyze the two solutions in order to understand which one we can use
in our process. We know that

Kpax(x,1+ 1, (14+ ) (1+Y1)) = Kpax(x, 1+, (1 + ) (1 + Y2)) = 0.

So we would like to substitute u = Y; or Y, in the LHS of 2.8.2, so that its RHS is
also 0. But the term Fp,(x,1+t, (1 +#)(1+ Y;)) is not a convergent power series
in t, because the power series expansion of Yi(x,t) is not the Taylor expansion in ¢.
Instead, Y>(x, t) is a well-defined power series in t and so it is convergent. Therefore
we can substitute only u = Y in 2.8.2, obtaining the equation

tYo —x(1+t)(1+Y2)(t+ Ya)

Fpax(x, 1+t (1+1)(1+Y2)) =

x(1+16)(1+Y2)

HYo(1+1) = Yo (1 — ) Faax(x,1, (1 4+ ) (1 + Y2)) — tFpax(x, 1+ 1,1 +1).  (2.83)

Until now we have applied the common kernel method. But the resulting equation
still has 2 variables and so the kernel method is not enough to solve the problem.

At this point we can use the obstinate kernel method in order to find pairs (¢, u)
such that Kps(x,1+t, (1 +)(1+ u)) = 0 and such that the substitution is legal.
The transformations

w:(tu)— (%,u),ﬁ: (t,u) — <?,1>
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cancel the kernel Kp,,(x,t, 1) since
o (2] = [ (12) 00 (4]

_ [”t‘—x<1+btl) (1+u) <1+1>]u

= [t —x(t+u) (1 +u)(1+1)] 35

u
= KNBux(xr t/ 1/[) : ﬁ

u l u 1 u 1 u 1
KNBux <x1t1t> —?¥—x<1—|—?) <1+t> <t+t>

= [tu—x(t—ku)(l‘f’t)(l"‘”)]t%

and

- KNBux(xz t,l/l) : t73

The transformations
1 u

a s (tu) — (u,%) B (Hu) — <t’t>

do the same, since the kernel is symmetric. So the desired pairs, i.e. the pairs that
cancel the kernel, are (t,Y3), ( Yz) , ( 2, t) (Ya, t), (Yz, %) , (%I %)
We substitute them in Equation 2.8.2 and we obtain

1 DL b (141, (L4 (14 Y)) = (14 1) — Ya(1 - 2)

FBux(x, 1, (1 + t)(l + Yz)) — tFBux(t)

2Y—x(14+2) (140) (412
+2)(1+1)
v\ 2

(i
1= (%) o (v 1, (14 %) (14 12)) = 2 (%)

)PBM (x1+2% (1+ %) 1+¥2) = 2 (1+ %) -

4, PO By (2,14 Vo, (14 Y2)(1+1)) = Vot (14 Y2) = £(1 = (¥2)%)
Fpax(x,1, (1 +Y2)(1 4+ 1)) — YoFpax(Y2)

Yz?—x(lwz)( +2 )(Y2+YT2)
x(14Y2) (147 Fpax (x,l + Y2, (1

+
— %(1 — (Y2)?)Fpux (x,l, (14+Y>) (1 + )) Y2 Fpax (Y2)

Y2) (1 + %)) =Y, 2(1+ 1)

6*?*§igo+§ b (u1+5, 04 (143)) = 15 0+ D)

% (1 — (1 ) Faon (x,l, 1+ <1 + %)) — 1 Fpax(})
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We multiply 1 by —(1 — Y3)t, 2by — (} — Y31),3by — (Yo} — Ya(})3), 4 by —(1 —
t2)Y>, 5by — (1 — Y3(})?), 6 by — (} — Y2(})3). We subtract, remembering that the
left hand sides are equal to 0, equation 4 from equation 1, equation 5 from equation
2 and equation 6 from equation 3. Then we arrive at the following system

(t — tY2) Fpax (t) — (Yo — t2Y2) Fpon (Y2) = (Y2 — Y3) (£ + 13)

z

(1= %) B (%) = (1) Fome) = (o= 3) (% + ) - (1= %) 2 +3)
(%_%> ~Bux (%) - (%_%) ?Bax(%) = (%_%3) <§+§) o (%_%’) (t%—i_t%)

where Fpuy(t) = tFpax(x,1+t,1+t). After some computations that permit to cancel
the terms Fp,,(Y2) and Fp,y (%) we obtain

4 3 2
FFpax (X, 14, 141) + %FBax <x, 1+ %,1 + 1) _ h(+ t)(ttz(yzzl_fztl)&j?i) 22 +1)
(2.8.4)

Note that tFpay(x, 1+ t,1 + t) is a formal power series in x with coefficients in tIN|[¢]
and 1Fp.y (x,14 1,1+ 1) is a formal power series in x with coefficients in 1N [1].
Consequently tFpay(x, 141,14 t) is the positive part in t of the right hand side of
Equation 2.8.4.

Moreover, moving the attention on the generating function of Baxter permuta-
tions we present some facts.

In [7] we can see that the following functional equation for Gp,x(x,y, z) holds:

Xyz XYz
GBax<x/ ]// Z) = xyZ+ 1zy(GBax(x/ 1/ Z) - GBax(x/]//Z)> + %(GBM(J‘:IJ/; 1) - GBax(xz ]// Z))

(2.8.5)
If we transform the functional equation into its kernel form and we make some
change of variables, we obtain the following equation involving tGpay(x,1 +t,1)

t2 — 2tx(1 + t)?
x(1+41)?

Gpax(x, 141,14+ 1t) = 1 — 2tGpay(x, 1+ t,1), (2.8.6)

where we used the fact that Equation 2.8.5 is symmetric in y and z. Moreover, fol-
lowing the same method as in [7], we arrive at a system of equations from which we
obtain that

1 1 1
tGpax(x,1+t,1) + ?GBax(x/ 1+ 7 1) = tjyz(t3 —tY2 +1), (2.8.7)
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where Y; is the same solution as before, being Kg,x (¥, t, 1) and the kernel in [7] equal.
From 2.8.6 and 2.8.7 we deduce that

1 1 1
tGBux(xll +t11 +t) + ?GBux (xl]- + ?/1 + t>

2

x(1+8)?* x(1+1) 1 .1 1
= ( — 2Gpar(x, 1+ 1,1 = —2-G 1+,
T e T A A

x(1+1)? , 1 1 1
t—2x(1+t)2< tp Grax (/14 £1) + 3 Gpar { 2145

ox(1H? [, 1 1,

and for the same reasoning as before tGp,y(x, 1+ t,1 + t) is the positive part in ¢ of
the right hand side of 2.8.8.

By Maple the right hand side of 2.8.4 is equal to the right hand side of 2.8.8,
implying the desired equality Fpay(x,1+t,14t) = Gpaxr(x,1+4t,1+t). This equality
provides a refined enumeration of our objects, it keeps also track of the sum of the
entries of the label: Fp,y(x,1,1) = Ggax(x,1,1) is enough to obtain our enumerative
result. O

Table 2.8 shows a list of cases falling in the type of proof presented in this section.

Pattern ‘ Reference ‘ Section
(2413,3142) [7] 1.4.5
2413 7] 3.3.1
(>,>,>) [8] 4

TABLE 2.8: Cases falling in the type of proof "The obstinate kernel
method".
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Chapter 3

Conclusion

We have seen different methods for proving an enumerative result, each one with its
characteristics. We can’t do generalizations since, for one statement, there could be
more than one proof; however, we can draw some considerations from our results.

The proof that uses only the combinatorial characterization of the family of in-
terest is often used for the triples of relations and for the multiple patterns. Some-
how, this is because these avoidance constraints are more restrictive (for example
you have a weak inequality instead of a strict inequality, you have more than one
pattern, and other restrictions), resulting in a "very constrained structure", as we
discussed in Section 2.1.

The inductive proof is not so much used, but it shows that "classical" methods
must not be forgotten. The reason of this fact could be that if you want to use this
approach you need a "good guess" (like the formula for the number of derangements
in Section 2.2), but it is not easy to guess in general.

The proof by recursive construction involves the classical patterns, the triples
of relations, and the consecutive patterns. This approach is the most used among
the consecutive patterns: in this case the containment of a consecutive pattern p in
an inversion sequence e of size n, produced by adding a new entry to an inversion
sequence ¢’ of length n — 1 that avoids p, depends only on the last two entries of ¢’

The bijective proof is the most used method and it involves all pattern types.
Since this approach is very useful if you want to compare cardinalities of different
combinatorial classes, it is used very often for proving Wilf-equivalences. Many
Wilf-equivalences can be proven and moreover we can prove them for all pattern
types, explaining the previous considerations.

The proof that uses generating functions is a little bit less used and we can see
it for the triples of relations and the classical patterns. The same holds for the proof
that uses generating trees. In order to use the generating function approach you
have to know the generating function of a certain combinatorial class, and this is not
always immediate. For the generating tree approach you have to define a growth
for the combinatorial class, you have to define the label for your objects, and this is
not always an easy task.

The kernel method and the obstinate kernel method are applied when you have
a succession rule and this is not something that you find instantly. So there are obvi-
ously fewer examples compared for example to the proof by recursive construction,
and different types of pattern are involved.

Moreover, for what concerns the topic of pattern-avoiding inversion sequences in
general, it would be interesting to see what happens (in general and for the methods
of proof) if you consider other pattern types, like longer patterns or longer sets of
classical patterns.
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