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Abstract. We study a simple electronic boardroom voting system. \\nibest
existing systems rely on opaque electronic devices, a t#atecommittee of a
research institute (the CNRS Section 07) has recently gexp@n alternative
system. Despite its simplicity (in particular, no use ofgtngraphy), each voter
can check that the outcome of the election corresponds teoties, without hav-
ing to trust the devices.

In this paper, we present three versions of this systembiitg potential attacks.
We then formally model the system in the applied pi-calculursd prove that
two versions ensure both vote correctness (even if the elgwe corrupted) and
ballot secrecy (assuming the devices are honest).
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1 Introduction

Electronic voting has garnered a lot of attention in the pastrs. Most of the results
in this field have been focused on two main types of settinigsait electronic voting
and voting machines. Distant electronic voting corresgaiadsystems where voters
can vote from their own computers, provided they are cormkitt the Internet. Many
systems have been devised, including academic ones (digsH®, Civitas [5], or
FOO [10]). Voting machines are used in polling stations apeles up the tally. Ex-
amples of voting machines are e.g. the Diebold machinesr[8jeIndian voting ma-
chines [19], both of them having been subject to attack®]9,1

Several security notions have been proposed for votingesystand can be split
into two main categories: privacy [8] and verifiability [14frivacy ranges from bal-
lot secrecy to coercion-resistance and ensures that noam&rmow how a particular
voter voted. Verifiability enables voters to audit the vgtiorocess, e.g. by checking
that their ballots appear on the bulletin board (individugifiability), or checking that
the outcome of the election corresponds to the ballots obuhetin board (universal
verifiability).

In this paper, we focus on a different and particular settbwprdroom meetings.
Many committee meetings require their members to vote oaraémotions/decisions.
Three techniques are typically used.

— Show of hands: this is a simple and cheap technique, whigrffo privacy and
requires to count the raised hands.

* The research leading to these results has received fundimtfie European Research Council
under the European Union’s Seventh Framework Programm&/ZB07-2013) / ERC grant
agreement no 258865, project ProSecure.



— Paper ballot: this solution offers privacy but may be tedian particular when
there are several rounds of vote during a meeting.
— Use of electronic devices.

Electronic devices seem to offer both simplicity of use andgey: committee mem-
bers simply need to (privately) push a button correspontditigeir choice on their own
device and a central device computes and publishes the.rdsulever, these systems
are opaque: what if someone controls the central deviceramndfbre falsifies the result
of the election? In many committees such as boarding comesittr scientific councils,
controlling the result of the election (e.g. choice of a neesflent, decision on the fu-
ture of a companygtc) is even more importantin terms of impact than breakinggmyw
Even if the system is not malicious, it can simply dysfunetigith no notifications, as
witnessed e.g. by the "CNRS Section 07" committee membleessientific council
in Computer Science of the CNRS, a French national reseastituite). In response to
these dysfunctions, a subgroup of the CNRS Section 07 cdasemtembers, namely
Bruno Durand, Chantal Enguehard, Marc-Olivier KillijiandaPhilippe Schnoebelen,
with the help of Stefan Merz and Blaise Genest, have propaseelv voting system
that is meant to achieve:

— simplicity: it could be easily adapted to existing devices
— privacy
— full verifiability, even if the electronic devices are coptad

A few other systems tailored to boardroom election have pegposed such as[11,12].
A feature of the "CNRS Section 07" system is that it does netangptography, which
makes the system easier to understand and trust, for nontgxpe

Our contributions. We provide a full review of the voting system proposed by
the CNRS Section 07, illustrating the applicability of fahmodels and in particular,
the applicability of the latest definitions and the proofhieicues in formal methods.
The key idea of the CNRS Section 07 voting system is that eatdappears on the
screen, together with a unique identifier (randomly gemerdly the central device).
This unique identifier allows voters to check that their gdtave been counted. Due to
our attacks on the initial version (that calle8FV!), two variants of it have been pro-
posed: inF2FV?, the random identifier is generated by both the ballot boxthadoter
while in F2FV3, the random identifier is generated by the voter only. It teriesting
to note that this last version is actually close to the prottdevised by Bruce Schneier
in [18].

We first describe the three versions and we review in detaéipossible attacks:

— The initial versionF2FV' is subject to a “clash-attack”, using the terminology
of [16]. The attack works roughly as follows: if the same itiieer is used for
two different voters that voted the same way, then a dishdraot box may re-
place one of the ballots by any ballot of its choice. The lassionF2FV? (and
thus the Schneier’s protocol as well) suffers from the sattaela (with relatively
small probability) if the random numbers are small, whiclikisly to be the case
in practice.
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Fig. 1: Schema of the election

— The other attacks are against privacy. Obviously, a disstdredlot box may know
how any voter voted. We discuss other ways for a dishonekithdadx to break
privacy. One of the attack works even if the ballot box doessimitially know to
which a ballot belongs to.

To conduct a more thorough security analysis, we formallglehthese systems in
the applied pi-calculus [1], a process algebra well adafatesg:curity protocols. Com-
putational models where attackers are modeled by polyrigimia probabilistic Turing
machines are, as a rule, more accurate. However, sincestesrsyhere involve no cryp-
tography, we chose the simplicity of the applied pi-calsyufor which several security
analyses of voting protocols have already been conducted7]).

We focus on two main security properties: vote correctnedgaivacy. The CNRS
Section 07 voting system is primarily designed to ensurg #ven if all the electronic
devices are corrupted, any approved election outcome tetlee votes of all voters.
This property has been introduced by Benaloh and Tuinstra@ more precisely de-
fined by Catalanet alin [13] and is calledcorrectnessWe provide a formal definition
of this property and prove that the two versidr2¥\V/? andF2FV? ensure vote correct-
ness, even if all devices are corrupted (but assuming vosggandom numbers). In
contrast, privacy cannot be ensured when the central devazerupted. However, pri-
vacy is guaranteed against external users (including spteéormally, we show privacy
for the well established notion of privacy defined in [8], @®éng that the electronic
devices are honest.

2 Setting

We consider a particular setting, typically for boardrooreetings, where all voters
are present in the same room and are given a dedicated vajirigneent. In what
follows, we assume the individual devices to be linked torares device. The central
device is responsible for collecting the ballots and puiitig them. Such systems are
standard in many committees (e.g. parliamentary assectriyprate boardgic). The
particularity of the voting system (and its variants) pregd by the CNRS Section 07
is that it assumes the presence of a screen that each votseeanmhis screen ensures
that all voters simultaneously see the same data and is thel&ment for the voting
system.

Specifically, the system involves voters and their eledtreating devices, a ballot
box (the central device), and a screen. Moreover, a votdiasen to take on the role



of an assessor (for example the president of the committéeosecretary). This is
illustrated in Figure 1.

Ballot box.The ballot box is the central device that collects the bal&td tallies the
votes. It communicates with the electronic devices of thenmover private individual
channels. Once the voting phase is over, the ballot box ghusi the outcome of the
election on the screen.

ScreenThe screen displays the outcome of the election for vatiddily the voters and
the assessor. Since the voters are in the same room, thegdhes same screen.

\oter. The voter role has two phases. In the first phase, he castotaghvough her
electronic device. In the second phase, he performs songstemncy checks looking
at the screen and lets the assessor know whether his cheoksuaeessful, in which
case he approves the procedure.

Personal voting devicd&ach individual voting device has a pad or some buttons for th
voter to express her choice. The device communicates thie dlithe vote entered by
the voter directly to the ballot box.

AssessoiThe assessor is a role that can be performed by any voter.ésndd hold any
secret. He is chosen before the execution of the protocel aBsessor is responsible of
some additional verifications. In particular, he checks dzeh voter has approved the
procedure. If one voter has not, he must cancel the vote anchstew one.

3 Face-to-face voting system

We describe in details the electronic boardroom votingesysiesigned by the CNRS
Section 07 committee. We actually present three versioitsttfie three versions have
in common the fact that the central device and/or the votengate a random number
that is attached to the vote. Both the vote and the random auark displayed on the
screen. This way, each voter can check that his vote (unjgdehtified by its random
number) is counted in the tally. We could have presentedéhsion that offers the best
security guarantees but we think the flaws in the other vessiwe of interest as well.
The three versions differ in who generates the randomness:

— Initial version: The ballot box generates the random id&mtfor each voter.
— Second version: Both the ballot box and voters generatedoraidentifier.
— Third version: The voters generate their identifiers.

The three voting systems are summarized in Figure 2 and a&ided in details in
the rest of the section. Since the votes are transmitteceir ¢d the central device on
uniquely identified wires, ballot secrecy is clearly not gardeed as soon as the central
device is corrupted. So for ballot secrecy, we assume tleaténtral device behaves
honestly, that is, the secrecy of the ballots will be guaradonly against external users
(including the voters themselves). The major interest ef@GNRS Section 07 system is
that it ensures vote correctneseen if the central device is corruptefiat is the voters
do not need to trust any part of the infrastructure.

Note that in practice, the “random numbers” used in the ramgiof the paper
should typically be numbers of 3-4 digits, so that they amye¢a copy and compare.



Initial version F2FV?) Second versionfRFV?) Third version F2FV?)

B—-Vi:mr B—-Vi:mr

Vi — B : (ri,v;) Vi — B : (ri, ki, vi) Vi — B : (ki,v)

3 Screen 2;2: 1;27>7 i 3  Screen 7<;”27,7k;,71);)7 : 3 “Screen 21;22 ;}237 \:
i {r1,v1) i i (r1, k1, v1) 3 i (k1,v1) i
i (rs,vs) 3 i (r3, ks, vs) j | (k3, v3) i

Fig. 2: Voting processes

3.1 Initial system F2FV*

Voting PhaseThe ballot boxB starts the election by generating a random number
for each votelV/, and sends this random number to the voter. The Vdtegceives the
random number, uses it to form his ballotr, v) wherew is his vote, and sends his
ballot to the ballot box. Finally, all the ballots, v) are displayed on the screén This
marks the end of the voting process.

Validation PhaseThe validation part can then begin. Each voter checks tisabdliot

is correctly included in the list of ballots displayed on #ueeen. The assessor waits for
each voter to state that his vote appears on the screen. dlelasks that the number
of ballots matches the number of voters. If all checks sut,cie assessor approves
the outcome of the election.

Possible attacks The key idea of this system is that each random identifier Ishou
be unique, ensuring a one-to-one correspondence betweentids that appear on the
screen and the votes cast by the voters. However, a corrbptied box may still insert
ballots of its choice, mounting a so-called “clash-attafl$]. The attack works as
follows: the (dishonest) ballot box guesses that two votdicee and Bob are going to
vote in the same way. (This could be a pure guess or basedtmticth analysis of the
previous votes.) The ballot box then sends shenenoncer to Alice and Bob. Since
Alice and Bob cast the same vote they both send back the same ballgtv). The
ballot box is then free to display, v) only once and then add any ballot of its choice.
Both Alice and Bob would recognizg, v) as their own ballot so the result would be
validated.

For example, assume there are three vaterB, andC and the ballot box guesses
that A and B vote identically. Supposd and B cast 0 and” casts 1. The ballot box
can replace the two votes for 0 by one vote for 0 and one votg, fmaking the “1” vote
win. This can be done by simply sending the same randomnéasshoth A and B.

B(I)—Va i rq B(I)— Vg : 1, B(I)— Ve : re
Va— B(I) : (rq,0) Vg — B(I) : (rq,0) Vo — B(I) : (re1)
B(I) — E : (re,0)

B(I)— E : (r,1)
B(I)—E : (r.1)



3.2 Second systerff2FV?

The attack on the initial systef2FV' is due to the fact that the ballot box may cheat
when generating random unique identifiers. So a secondi@olbas been proposed,
where both the voters and the ballot box generate a part ohtigom identifier.

Voting PhaseThe ballot boxB starts the election by generating a random number
for each votell/, then sends this random number to the voter. The Jdtexceives the
random number, picks a new random numbgr(possibly using a pre-generated list),
and uses it to form his balldt, &, v) wherewv is his vote, and then sends his ballot to
the ballot box. Finally, all the ballotg, k, v) are displayed on the screéh

The validation phase works like for the protoéa@FV®.

Possible attacksAs we shall see in Section 5.2, this second version ensuteeo-
rectness, even if the ballot box is corrupted. As for the twleepvariants, privacy is
not guaranteed as soon as the central device (the ballotidogr)rupted. Indeed, the
central device may leak how each voter has voted or may recordsome memory.
However, such attacks against privacy assume a rathegstanirol of the ballot box,
where the attacker can access to the device either durirfteotfze election. We further
discuss some more subtle flaws which require a lower levebfiption We describe
two different attacks.

Encoding information in the randomAs already mentioned, a fully corrupted ballot
box may transmit how each voter voted since it receives thesvim the clear, from
uniquely identified wires. HoweveF2FV? (and F2FV') also suffers from offline at-
tacks, where an attacker simply logs the election outconuedd, it makes sense any-
way to keep a copy of the screen after each election. Thekaitacks as follows.
Instead of generating fully random numbers, the ballot baxld be programmed to
provide a votet (wherei is the number identifying the voting device used by the Voter
with a nonce; such that; =i mod p, wherep is larger than the number of voters. In
this way, an intruder could deduce from a ballatk, v) the identity of the voter, simply
by computing- modulop. Of course, the identity of the voters could be encoded in the
randomness in many other ways, making the detection of suetitack very unlikely.
This attack simply assumes the attacker had access to ttraladevice, at least once
prior to the election (e.g. during its manufacturing). ledaot require the attacker to
access the ballot box during nor after the election.

Swallowing ballotsThere is a more direct (but easily detectable) way to brewfaqy,

as sketched in Figure 3. Indeed, assume an attacker wantewo tb whom a ballot
(r9, ko, v) belongs to. In case the attacker simply controls the dispfahe screen,
he can send a modified set of ballots to the screen. E.g. ifiésse;, ko, v}) instead
of (rq, ko, v2)), or if he simply remove this ballot, the voter who submitted ballot
(ra, ka, v2) would then complain, revealing his identity.

Security guarantees We show in Section 5 that this second version ensures vote cor
rectness, even if the ballot box is corrupted. It also ersbadiot secrecy, assuming the
ballot box is honest.
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Fig. 3: Attack against ballot secrecy.

3.3 Third systemF2FV?

To circumvent the privacy issue of the second system, whebahot box is somewhat
honest (the attacker cannot access not interfere with ithhs been maliciously pro-
grammed, a third version has been proposed, where the raidgotifier is generated
by the voter only.
Voting PhaseEach voterV picks a random numbér and uses it to form his ballot
(k,v) wherew is his vote, and then sends his ballot to the ballot box. Adl iiallots
(k,v) are displayed on the screéh

The validation phase works like for systeffaFV! andF2FV?2.

Possible attack This third system is vulnerable to the same kind of attackesiresy
vote correctness as the one described for sy§@fv'. Indeed, in case two voters pick
the same random number and vote for the same candidate, stanoe(ka,v4) =
(ks,vp), the ballot box could remove one of these ballots and repitdog a ballot
of its choice without being detected. Note that, due to tithbay theorem, it is not
so unlikely that two voters use the same random number. Fomple, assume voters
use 4 digits numbers. Then there is a probability of more tharto have a collision
in a room of 67 members and more than 0.5 in a room of 118 memimecase, only
3 digits numbers are used, there is already a probabilityobison of about 0.5 for
only 37 members. These figures assume that the voters pekandom numbers. In
case they generate numbers “manually”, the entropy is lyseich lower (e.g. users
are sometimes reluctant to generate numbers with repeagits) din such cases, the
probability of collision increases accordingly.

As mentioned in the introduction, the voting protocol prepo by Bruce Schneier
in [18] being very similar, it suffers from the same attack.

Security guaranteesWe show in Section 5 that this third version ensures votescorr
ness, even if the ballot box is corrupted (providing voteyserate true randomness). It
also ensures ballot secrecy, assuming the ballot box isshone

3.4 Common weaknesses

If a voter claims that her ballot does not appear on the sctien the election round
is canceled and everyone has to vote again. This means thahandst voter may



choose to cancel an election (e.qg. if she’s not happy withekelt), simply by wrongly
claiming that her vote does not appear. This is mitigatechiyfact that the advantage
of the attack is small (the election just takes place agaid)the voter could be blamed
as being dishonest or inattentive if this happens too often.

4 Formal model

The remaining of the paper is devoted to the formal proof otigey of ballot privacy
and vote correctness for the two systeR?§V? and F2FV2. We use the applied pi-
calculus [1] for the formal description of the voting systeniVe briefly recall here all
the definitions of the applied pi-calculus.

4.1 Syntax

Messages are representedtbymsbuilt on an infinite sefV' of namegused to name
communication channels or atomic data), a®etf variablesand asignatureX’, which

is a finite set ofunction symbolsepresenting primitives. Since our voting systems do
not use any cryptography, we adopt the following simple sigre:

Ypair = {0k, fail, fst, snd, pair}

whereok andfail are constantsfst andsnd are unary functions anghir is a binary
function. The ternpair(m;, m2) represents the concatenation of two messageand
me, While fst andsnd represent the projections on the first and second compoeent r
spectively. The set of termiB(.X', V) is formally defined by the following grammar:

t,ty,ta, - = | n| pair(ty, t2) | fst(t) | snd(t) reX,neN.

We write {*1/,,,...,M» /. 1 for the substitutionthat replaces the variables by
the termsM;. The application of a substitutiom to a term NV is denotedNo. A
term isgroundif it does not contain variables. We also use the followingations:

(u1, ..., up) for pair(us,pair(..., pair(u,—1,u,))) and I17*(u) for retrieving the;™
element of a sequence ofelementsi*(u) = fst(snd* ™! (u)) fori < n andII”(u) =
snd™ " *(u). In particular, IT7 ((uy, . .., u,)) = u;. We also writex €,, y for [z =

mop(y) v --- Vv [z = II(y)], thatis, ifz is one of the elements of the sequepce
The properties of the pair are modeled by an equational ynBgy; that states that
it is possible to retrieve the two elements of a pair:

fst(pair(z,y)) =« snd(pair(z,y)) = y.

We consider equality modulo this equational theory, thatguality of terms is the
smallest equivalence relation induced By, closed under application of function
symbols, substitution of terms for variables and bijectaeaming of names. We write
M == N for the syntactic equality.

Protocols themselves are modeleddigcessesndextended processess defined
in Figure 4. Processes contain the basic operators to maiehd programming lan-
guage represents a process which does nothing, the parallel csitigyoof the two



¢, = formulae
M=N|M#N|¢Ap|oV
PQ,R:= (plain) processes
0 null process
P|Q parallel composition
P replication
vn.P name restriction
if ¢ thenP else@ conditional
u(x).P message input
u(M).P message output
event(M).P event
A, B,C == extended processes
P plain process
A|B parallel composition
vn.A name restriction
vx.A variable restriction
M/} active substitution

Fig. 4: Syntax for processes

processesd® and @ is denoted byP | @, while |P denotes the unbounded replica-
tion of P (that is, the unbounded parallel compositionfofwith itself). The process
vn.P creates a fresh name and behaves liké®. Tests are modeled by the process
if ¢ thenP else@, which behaves liké if ¢ holds and like) otherwise. Note that like
in [6], we extend the applied pi-calculus by letting coratial branches now depend
on formulae instead of just equality of terms. Proceé&s).P inputs some message
(stored in the variable) on channel: and then behaves likB while w(M). P outputs
M on channel: and then behaves likE. event(M).P behaves likeP, the event is
there to record what happens during the execution of th@pobaind is typically used
to express properties. We writg: for the (possibly empty) series of pairwise-distinct
bindersvu,. ... .vu,. The active substitutiod® /.} can replace the variable by
the termM in every process it comes into contact with and this behasdorbe con-
trolled by restriction, in particular, the process ({/,} | P) corresponds exactly to
letz = M in P.

Example 1.Let P(a,b) = c(x).c(y).(¢{{z,a)) | €{{y,b))). This process waits for
two inputsz andy on channek then performs two outputsg, a), (y, by, in a non-
deterministic order, on the same channel.

Thescopeof names and variables are delimited by bindgts) andvu. The differ-
ent sets of bound names, bound variables, free names angfiables are respectively
written bn(A), bv(A), fn(A) andfv(A). Occasionally, we writén(M) (respectively
fv(M)) for the set of names (respectively variables) which appeterm A/. An ex-
tended process islosedif all its variables are either bound or defined by an active
substitution. ArcontextC [_] is an extended process with a hole.

A frameis an extended process built up from the null prodessd active sub-
stitutions composed by parallel composition and restnictiThedomainof a frame



¢, denoteddom (), is the set of variables for which contains an active substitution
{M/.} such thatr is not under restriction. Every extended procdssan be mapped
to a framep(A) by replacing every plain process ihwith 0.

4.2 Semantics

The operational semantics of processes in the appliedlpiHaa is defined by three
relations:structural equivalencé=), internal reduction(—) and labelled reduction
(), formally defined in [1]. Structural equivalence is the #iest equivalence rela-
tion on extended processes that is closed under applicatiemaluation contexts, by
a-conversion of bounded names and bounded variables. &lterductions represent
evaluation of condition and internal communication betwpeocesses while labelled
reductions represent communication with the environnfestexample, the input and
output rules are represented by the following two rules:

(IN) c(z).p M pvy
(OuT-ATOM) c(u).P A p

Example 2.Let us consider the proce$¥a, b) defined in Example 1 and the process
Q = vr.c(r).c(r) that generates a randofand send it twice. A possible sequence of
transitions for the proced3(a, b) | Q is:

vri.e(ri

P(a,b) | Q —>> Pa,v) |vre(ry | {"/r} M P(a,b) [ {"/ry s}
A, ey).@l(r,a) 12, 0)) | {7 /o ek S 2(r, @) |2, 0)) [ {7 " )}
R R N R A AR e (AR AN

At the end of the execution, the process is reduced to a frhatecontains the terms
emitted by the initial process.

Privacy properties are often stated as equivalence reia[&]. Intuitively, if a pro-
tocol preserves ballot secrecy, an attacker should not malkgtinction between a sce-
nario where a voter votes 0 from a scenario where the votesvbt The applied pi-
calculus comes with the notion observational equivalencevhich formally defines
what it means for two processes to be indistinguishablerfgiadtacker. Since observa-
tional equivalence has been shown to coincide [1,17] witkellad bisimilarity, which
is easier to reason with, we adopt the latter in this papdrelled bisimilarity intu-
itively states that processes should be bisimilar and satigtinguishable messages. In
our context, given that the only primitive we consider isrjpayj, two sequences of mes-
sages are indistinguishable to an attacker (formally défagestatic equivalence [1]) if
and only if they are equal. We therefore present here a dieghiersion of labelled
bisimilarity, which is labelled bisimilarity for the speticase of pairing.

Definition 1 (Labelled bisimilarity). Labelled bisimilarity ¢&;) is the largest symmet-
ric relation R on closed extended processes such #1&13 implies:



1. p(A) = ¢(B);

. ifA— A’ thenB —* B’ and A’R B’ for someB’;

3. if A% A’ such thatfv(a) C dom(A) andbn(a) Nfn(B) = §, thenB —* % —*
B’ and AR B’ for someB’.

N

Example 3.Let us considel = P(a,b) | Q andB = P(b,a) | Q.1s A ~; B ? Letus
consider the same evolution as in Example 2 exceptdha) andc¢(r;) are replaced
by ¢(M) andc¢(IN) which represents an action of the intruder, replacing whagént by
@ by something of her choice. In that case, we will have :

@(A) = {T/'f‘l aT /7’27<M7a> /3/17<N7b> /?JQ} ands‘g(B) = {T/Tl 77, /7’27<M7b> /Zl17<N7a> /ZJQ}

Sincep(A) # ¢(B) we have thatd #; B.

4.3 Modeling protocols in applied pi-calculus

We provide a formal specification of the two last variantshef CNRS voting system,
in the applied pi-calculus. We do not describe the formal ehad the initial voting
system since it does not ensure ballot secrecy nor voteatness.

We model the communications of the ballot box with the voterd the screen by
secure channels (resp.andcg). These channels may be controlled by the adversary
when the ballot box is corrupted. The voters and the assésslorat the screen. This
communication cannot be altered and is modeled by an aithted channet.y..
The assessor also communicates with each voter to checththabter found his/her
ballot on the screen. This is again modeled by an autheatlagtiannet,, since we
assume that voters cannot be physically impersonated. aenel connections are
summarized in Figure 5.

Remark 1.The applied-pi calculus provides an easy way to model boliipand se-
cure channel. Public channels are simply modeled by umctstrnames: the attacker
can both read and send messages. Secure channels are nipdedstricted names:
the attacker cannot read nor send any message on these lshamm®ntrast, an at-
tacker may read authenticated channels but only authougers may send messages
on them. Since the applied pi-calculus does not provide tis ayprimitive for authen-
ticated channels, we model authenticated channel by aesebannel, except that a
copy of each emission is sent first on a public channel. Inqdatr, we use the notation
¢(M) for ¢, (M).¢(M) with ¢, a public channel.

Remark 2.The role of the individual voting device is limited: it sinypteceives the
vote from the voter and transmit it to the Ballot Box. W.l.@agd for simplicity, we
identify the voter and her individual device in the modellué v/oting systems.

Model of F2FV? The process for the voter is parametrized by the numtvoters,
its secure channel with the ballot boxits authenticated channel with the screey) (
and the auditord,), the public channel, and its votev.



Secured Channel

— — Authenticated Channel

Fig. 5: Players of the Protocol

Vn(C, Ce, Cq,Cp, V) =

vk . c(x) % Creates fresh nonce and waits for inputcon
¢{(z,k,v)) . % Sends ballot on to the ballot box.
ce(y) - % Waits for input orc, (results on the screen).

if (x,k,v)€ny % Checks his vote.
thenc, (ok) elsec,(fail) % Sends result on, to the assessor.

The process for the ballot box is parametrized by the numlaéwnoters, the secure

channels:, ..., ¢* with each voter and its secure channel with the scrgen
Bu(cl, ... c% cp) =
Uiy ...y T . % Creates fresh randomness.
ck(r)).....&%(r,). % Sends randomness to voters.
ct(yr) . ... . c™(yn) . % Waits for inputs of ballots.
@) |- | elyn)) % Sends ballots in random order b

The screen is modeled by a procdgsthat simply broadcasts the result given by
B,,. It is parametrized by the numberof voters, the authenticated channelswith
each voter, the secure channel with the bulletin bgxnd the public channe),.

En(cb; Ce, cp) -

ep(t1) v op(tn) . % Waits for votes from ballot box.
letr = (t1,...,t,) 0N
() . (Yee(r) % Displays info for all the boardroom.

The last role is the role of the assessor. It is modeled by egss,, that waits
for the result displayed by the screen and the confirmatiahefvoters. Then it ver-
ifies the outcome and validates the election if everythingoisect. The procesd,,
is parametrized by the numberof voters, the authenticated channéls. . ., ¢ with
each voter, the secure channel with the scrggand the public channe),.

Ap(ceycly .o clie,) =
ce(?') . % Waits to see result on the screen.
ct(z1) . oo cM(zn) . % Waits for decision of voters.
if U, (2, 21,...,20) % Checks if everything is fine.
thene, (ok) elsec, (fail) % Sends confirmation or rejection.

where®,, (p',p1,...,pn) = (Api = ok) A (p) = (II7(Y), I D), ..., I D")).
=1
The test¥,, ensures that each voter approved the vpte=£ ok) and that the result



contains as many ballots than the number of voters.
Finally the systenf2FV? is represented by the voter's rdle and the voting context:

Ps [_] =vw. [_ |Bn(cl7 <o+, Cn, CB)|En(CB; Ceyes Cout) |An(ceye57 CAys - -5 CA, Cout)]
wherew = (c1,...,Cn, CA; - - -, CA,, CB, Ceyes) Ar€ restricted channelsy(; is public).
Model of the Protocol F2FV3 The third protocol only differs from the second one by
the fact that the ballot box does not generate any randomimbssefore, the models

of the screen and of the assessor are unchanged. The votbabiwicbox models are
modified as follows.

V! (¢, e, Ca, Cp,v) = Bl (cl, . ..,c% cp) =
vk . ¢((k,v)) . ce(x) . - ctyr) . oo (yn) -
if (k,v) €, = thenc,(ok) elsec, (fail) (@) |- | e lyn))

The systenF2FV? without the voters is represented by the voter’s fdjeand the
voting context:

P;E [_] =vw. [_ |B;,(C17 .. -aCn;CB)|En(CB;Ceyes;Cout)|An(ceyeS7CA15 o aCAn;Cout)]

wherew = (c1,...,Cn, CA; - - -, CA,, CB, Ceyes) Ar€ restricted channels.

5 Security properties

We study two crucial properties for voting systems: baléatrecy and vote correctness.
We consider two cases depending on whether the ballot boarisited or not. We
always assume the screen to be honest. This is however moitation. Indeed, requir-
ing the screen to be honest reflects the fact that everyosdiseeame screen, which is
always the case for people in the same room.

5.1 Ballot Secrecy

Formalizing ballot secrecy may be tricky. For example, egegood voting system
reveals how anyone voted in case of unanimity. Early dedingtiof privacy appear for
example in [3]. In what follows, we use a well establishedrd#fin of ballot secrecy
that has been formalized in terms of equivalence by Deldgiremer and Ryan in [8].
Several other definitions of privacy have been proposedyse€l5,4]), which measure
the fact that the attacker may learn some information, eivea does not know how a
certain voter voted.

A protocol with voting proces¥ (v, id) and authority procesd preservedallot
secrecyif an attacker cannot distinguish when votes are swappedt cannot distin-
guish when a voted; votesv; andas votesv, from the case where; votesv, andas
voteswv;. This is formally specified by :

vin (AL VA" [ [y} [V 2" [y }) v (AT VA" [ [y} [V )2, /y))

wheren represents the data (keys, nonces, channels, ...) inithfired between the
authority and the voters.



Ballot secrecy for voting protocolF2FV? The voting protocoF2FV? preserves ballot
secrecy, even when all but two voters are dishonest, prdvidz the ballot box, the
screen and the assessor are honest. For the sake of claritgenhe following notation
for the i voter: Vi (v) = Vi, (i, Ceyes, CA;» Couts V)-

Theorem 1. Letn € N, let (P2,V,,) be the process specification farvoters of the
voting protocolF2FV? as defined in Section 3.2, and let) be two names. Then

Py [Vi(a) | V2(®)] ~0 7 [V(b) | V()]

Proof sketchThe proof of Theorem 1 consists in two main steps. First wédki
relationR such that

P [Via) [V2®)] R P; V(D) | V(a)]

and such that for any two procesde® (), any move ofP can be matched by a move of
@ such that the resulting processes remain in relation. Thuats to characterizing all
possible successors &f [V!(a) | VZ(b)] and P2 [V!(b) | V2(a)]. The second step
of the proof consists in showing that the sequences of messdggerved by the attacker
are equal (due to the shuffle performed by the ballot box).

Ballot Secrecy for voting protocolF2FV?3 Similarly, the voting protocoF2FV? pre-
serves ballot secrecy, even when all but two voters are destpprovided that the ballot
box, the screen and the assessor are honest.

Theorem 2. Letn € N, let (P3, V) be the process specification farvoters of the

n? n

voting protocolF2FV? as defined in Section 3.3, and leth be two names. Then
PV @) [ VW) ~ P [V ) |V (a)

The proof of Theorem 2 is adapted from the proof of Theorem 1.

5.2 \ote correctness

We define vote correctness as the fact that the electiont sdguld contain the votes of
the honest voters. Formally, we assume that the voting pobtecords the published
outcome of the electiohin an eventvent(t).

Definition 2 (Correctness property).Let n be the number of registered voters, and
m be the number of honest voters. ket...,v,, € N be the votes of the honest
voters. LetV!,..., V™ be the processes representing the honest voters. Fadh
parametrized by its vote,. Let P,, be a context representing the voting system, besides
the honest voters. We say that a voting specificatign V) satisfiesvote correctness

if for everywvy, ..., vy, for every execution of the protocol leading to the validatof
aresultt,, i.e. of the form

P, [Vi(v)]...[V™(vy)] —* viv- (event(t,) - Q| Q)



for some names and processe®), ', then there exist votes,, .1, ..., v, and a per-
mutationr of [1,n] such thatt, = (v,(1),...,v,(,)), thatis, the outcome of the elec-
tion contains all the honest votes plus some dishonest ones.

To express vote correctness in the context of the CNRS $e@flovoting system,
we simply add an event that records the tally, at the end optbeess specification of
the assessor (see Appendix for the corresponding modifamkpsA’,). We show vote
correctness for a strong corruption scenario, where everbatiot box is corrupted.
Formally, we consider the following context that represdaht three voting systems,
the only difference between the systems now lying in the d&finof voters.

Pnl [_] =rvw. [_ | En(CBa Ceyes Cout) | A/n(ceyeSa CAy - - aCAnaCOut)]
wherelw = (ca,,...,Ca,, Ceyes), Which means that the intruder has access in this sce-
nario to channels,, . . ., c, andcg in addition tocy:.

To illustrate the correctness property, let first show etV does not satisfy vote
correctness when the ballot box is corrupted. First, wedthicel’ the process of an
honest voter ifF2FV*:

V(e, e, Cay cp,v) = () . E{(x,0)) . ce(y) . if (z,v) €, y thent, (ok) elsec, (fail)

Let Vi = V{/c o /o /e, % /. }. It represents thé-th honest voter. Suppose
now, that the firsin honest voters cast the some voté:c [1,m], v; = v. We show
how the attack described in Section 3.1 is reflected. Eachsimoter receives the same
random number:

PV 1) | --- | V7 (o)) €L o),

PLV wr) |- | V" (om)]
whereV: (v;) = G((r, v;)) . Ceyes (¥) - if (r,v:) €, i thenTa, (ok) elseTa, (fail). Then,
the honest voters output their vote on chanaels. ., c,, which will always be(r, v).

vie[1,m], & ({r,vi))

PV (o1) |- [V (0m)] PV (or) |- | V™ (0m)]

whereV; (v;) = Ceyes(y) - if (r,v;) €, yi thenta, (ok) elseTa, (fail). Corrupted voters
also submit their votes (which is transparent in transg)cend we move to the next
phase: the corrupted ballot box just has to output one of dmest votes to the screen
andn — 1 other votes. Thus, the final talty showed by the screen will contain only one
(r,v) but each honest voters will seidt to the assessor since their test will succeed
anyway. In that case, we would hai [V (vy)| ... V™ ()] —* vii - event(t,) for
somen, but, clearly,t, is not satisfying the property of the Definition 2 since itynl
contains one vote instead ofmn voteswv.

In contrast, the two voting systerR&@FV? andF2FV? satisfy vote correctness, even
when the ballot box is corrupted, assuming that the votegsicthat their ballots appear
on the screen.

Theorem 3. The voting specificationd,, V') and (P}, V') satisfy vote correctness.



RESULTS Privacy Correctness
Corr. Player§ None Ballot Assessol None Ballot ASSESSO
System Box Box
F2FV! v x v v X X
FoFV2 v X v Ve v X
FoFV3 v X v Ve v X

Table 1: Results for th€2FV! ,F2FVZ, andF2FV? protocols. Av indicates provable security
while x indicates an attack. We assume an arbitrary numbeisbbnest voters.

Proof sketchThe assessor records the result of the election in an evéyntifon
U, (p',p1,...,pn) holds. This formula intuitively represents the fact tha¢mvvoter
has told to the assessor that his ballot was included in the éad that the number
of ballots in the tally matches the number of voters,#.eUsing this information and
the fact that each honest voter has generated a random noigeeely identifying his
ballot, we can show that the voting specifications satistg worrectness.
Correctness requires that at least one person in the roockgtieat no one has com-
plained and that the number of displayed ballots corresporide number of voters.
If no one performs these checks then there is no honest assegs correctness is no
longer guaranteed.

A summary of our findings is displayed on Table 1. The proofsafectness of
F2FV? and F2FV? in the honest case follow from the proofs in the dishonese.cas
Privacy is not affected by a corrupted assessor as it agtoaly performs public veri-
fication. So its corruption does not provide any extra powehé attacker. Privacy and
correctness foF2FV! (in the honest case) follow from the proofs fegFV>.

6 Discussion

We believe that the voting system proposed by the CNRS Se6ffiocommittee for
boardroom meetings is an interesting protocol that impsaweer existing electronic
devices. We have analyzed the security of three possibsores, discovering some in-
teresting flaws. We think that the two last versions are ad&gince they both preserve
ballot secrecy and vote correctness. The choice betweemtheersions depends on
the desired compromise between ballot secrecy and voteatness: the second ver-
sion ensures better correctness but less privacy sincatid®mness generated by the
ballot box may leak the identity of the voters. Conversdig, third system offers better
privacy but slightly less assurance about vote correctiesase the voters do not use
proper random identifiers.

In both cases, vote correctness is guaranteed as soon as:

— Voters really use (unpredictable) random numbers. In r@ctoters could print
(privately and before the meeting) a list of random numbleas they would use at



their will (erasing a number once used). This list of randammbers could typically
be generated using a computer. Alternatively, voters mag hting dice to the
meeting.

— Each voter casts a vote (possibly blank or null) and checistis vote (and asso-
ciated randomness) appears on the screen.

Correctness does not require any trust on the devices wiilagy does. This is un-
avoidable unless the communication between the voters ehahot box would be
anonymized, which would require a much heavier infrastmectNote that the system
is not fair if the ballot box is compromised since dishonestevs may then wait for
honest voters to cast their votes, before making their oveisim.

In this paper, we have focused on ballot secrecy and votecmess. As future
work, we plan to study stronger notions of privacy. Cleatthg voting system is not
coercion resistant. Indeed, an attacker may provide a watkra list of random num-
bers, that he should use in a precise order, allowing thekatao control the votes.
However, we believe these systems ensure some form of tfoegmess, assuming the
attacker is given access to the screen only after the eteigtiover but cannot interact
with voters before nor during the election.

A weakness of the system relies in the fact that a voter mageftw re-run an
election by (wrongly) claiming that her vote does not apmeathe screen. As already
mentioned in Section 3.4, this is mitigated by the fact tht voter could then be
blamed if this happens to often. This also means that an hwot=s could be blamed
if a dishonest Ballot Box intentionally removes her ballbteach turn. It would be
interesting to devise a mechanism to mitigate this issue.
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