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Overview

A Spectral analysis

I = Spectrogram (Fourier transform)

I - Other spectral analysdsPC, cepstra)

| ® Spectral description of speech sounds
A~ Determining the fundamental frequency
A ° Modifying the fundamental frequenayPSOLA

A + Using resonators to synthesize speech:
formant synthesis

A 2 Qualitative @oustics of the vocal tract



Spectral analysis

A Objective:

I Displaying the energy distribution of speech along time and
frequency

I Studying the acoustic properties of the speech sounds



- Spectrogram

A The mathematic tool to study the distribution of energy
along frequency is the Fourier transform.
A Analogy with a geometrical system coordinate:

I The coordinates of P are given by the inner products of the base
vectors with the OP vector.

es]
€7 P Here, the point P is
2 represented by the three
Xgt-—" coordinates x,, X, and X,.
Xof L]
o X1 €1

I Using an appropriate base to decompose a signal.
This base is a base of functions since the object is not a scalar.
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Spectrogram

A Discrete Fourier Transform
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X(k)=a s(n)e N time domain A frequency domain
n=0
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s(n)is the speech signal, b (n) =e "N"is the ki base function, and
the dot product the inner product.

X (k) is thus the k" coordinate of the speech signal.
A Remarks:

I this is a discrete definition (the speech signal has been sampled
beforehand)

I Nhas to be chosen relevantly an
abruptly a speech signal

I is the base appropriate? The signal should be periodic, a window
IS thus applied before.



Spectrogram

A The signal is windowed before applying the Fourier
transform N/2-1

F, (W)= & w(n)s(n)e ™
n=- N/2
A where wis the frequency and w the window w(n) = Owhen
In| > N/2. wis usually an even window.

A Impact of the window multiplication
I A convolution in the frequency domain:

x(n)*w(n) = & x(n- K)w(k)

I From a practical point of view: since F, () is observed instead of
F(»n) windows as neutral as possible are used.



Windows used to compute spectrograms

A Two Dirichlet kernels (the effect of the rectangular window) one with 16
points and the second with 8 points.

Modulus of two Dirichlet kernels 1. The hlgher the main peak the
smaller the effect of
convolution.

2. The sharper the main peak the
smaller the effect of

convolution.
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A Some classical windows (1024 samples in these examples, spectrum in dB):
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Rectangular Triangular Hamming

A The longer the window the sharper the first peak (or equivalently,the smaller the
_,:)Frfact of convolution)



The Hamming window
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AThe original speech signal.

AThe Hamming window,,

w(n) =0.54- 0.46c0S@O ) with 0¢n¢ N
N

Or Hanning window
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AThe windowed signal




Practical implementation

A Sampling frequency between 10 and 22 kHz

A Running windows between 4 and 32 ms, shifted by half the duration
of windows:
I Small windows A wide band spectrograms
I Long windows A narrow band spectrograms
A Often, the signal is pre emphasizeds 6 ( n ) i as(nd)6oa} to
raise the contribution of high frequencies.

A Use of fast algorithms: Fast Fourier Transform (FFT)
A The log spectrum is displayed (20 10g10X(K)])

N ’ l 1| {" _ t
: . ’ ‘ ( iy
B w@@w 143 \w\ S 4j|| m|

Fgmale speaker narrow and Male speaker, narrow and wide
. wide band spectra. band spectra.



Examples
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- Other spectral analyses

A One difficulty faced with the Fourier transform:

I Both the source (the vibration of vocal folds) and the vocal
tract contributions are taken into account.

I Asimple source T vocal tract model:

s(n) =h(n)* &n)

the source e(n)and the vocal tract h(n) are convolved. The
vocal tract behaves as a filter applied onto the source signal.
I How can these two contributions be separated?
A Cepstral filtering: a transform which isolates both contributions
A Linear prediction: a filter model fitted on the speech signal

Despite their interest none of these methods is completely
satisfactory!



Cepstral smoothing
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1. Fourier transform to change from a convolution to a product

2. Logarithm (from a product to a sum)

Inverse Fourier transform (remains a sum but in the pseudo time

-3
domain)
4. Linear processing (removing the source contribution)

The signal contains (should contain) no more source contribution. Then it is
possible to come back to a smooth spectrum by applying a Fourier

transform.



Example
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True envelope

» Objective: to get a smooth spectrum through the harmonics (perceived by
the ear).

« Idea: start from the cepstral smoothing and correct it iteratively by discarding
the spectral values below the smoothed spectrum.
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« V@ = ¢ (cepstral smoothing)

EM = g(§ - S) where g(y) = max(y, 0)

555355i:° EM represents the spectrum above the cepstral smoothing
,,,,,,,, LOI’IC]E (1) represents the cepstral smoothing of the overrun.
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True envelope algorithm

1. initial solution

ED =y ep  cos (% mk) where e = IDFT(EM) and h,,, is the
liftering window
1. lterationi +1

Let V Dthe envelope obtained at the previous step, E®and £® the
overrun and smoothing of the overrun.

.y Z pO 4 BO
e  EWD = g(E®O - (14 a)E® where « is a acceleration coefficient
+ E®™D = pFT(h (IDFT(E®D)))

3. End or new iteration

Advantages:

1. No more energy variation
due to the window position
relative to the pitch period.

2. The spectrum fits harmonics.
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Mel Frequency Cepstral Coefficients
(MFCC)

A The same principle but applied

A The perceptive spectrum is obtained via filtering the magnitude
spectrum with Mel filters
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A The inverse Fourier transform is replaced by a discrete cosine
transform (DCT).

A The MFCC are used in most of the automatic speech recognition
systems.
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What do MFCC?

A Usually only MFCC coefficients are used without visualizing the
corresponding smoothed spectrum.

A Here the s

moothing is displayed.
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| | T | | | T
24 filtres

0.0 - 8.0 kHz

[dB]

[dB]

| I | I |
128 filtres - 12 coef

C o ..Mhl“

0.0 - 8.0 kHz

24 filters, 12 coefs, filter output (left) smoothed spectrum (right)

High frequency integration:
the higher the frequency,
the stronger the smoothing.

Phonetic details can be
deleted (F3 is replaced by
spectral minimum).



Linear prediction

A Origin: speech signal is not a random signal, successive
samples are correlated. Can this correlation be used to reduce
the amount of data?

A Principle: s(n)is represented as the sum of a linear combination
of previous samples and an error.

&n) =4, asn- k)

Coefficients are found by minimizing the error with the original
signal.

_ LI} — 2
E=a (s(m)- &m))
m
A From a spectral point of view the approximation corresponds to
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Example

f:j w Linear prediction corresponds an
' ” Hl 1Ll ,‘(‘ r implicit physical moded all
’ " "' ' "M“.‘ sounds which do not fit the

el Y hypothesis cannot be approximated

He— M .. correctly:

One example which fails /U H w nasal vowels and all the
nasalized sounds

w Consonants
w Other variants exist:
w Selective LPC (on a special
.u'rtll region)

[N 1 .\ . .
I [ERAL M w Perceptive LP (PLP) to mimic
W” Iy N‘“"y Y‘”N\m the peripheral auditory system.

i(®ne example which succeeds [ U/



® Spectral description of speech sounds

A Articulation modes
I vocalic vibration of the vocal folds (voicing) and not too strong a
constriction
I fricative strong narrowing somewhere in the vocal tract creating a
frication noise
I occlusive partial or complete closure of the vocal tract, increase of
the pressure behind the constriction and then brutal release which
produces an explosion noise (burst).
A Pl ace of articulation = location o
pharynx, palate /k/, teeth /t/, lips /p/
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vowels and consonants of French
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o T To T To T

Effect of stops(CV)

Labialization lengthens the vocal tract and thus tends to lower
formant frequency at the consonant.

In general, bursts of /p/ are shorter than those of /t/.

In general, bursts of /k/are long.

F2 et F3 of central vowels get closer in the context of /k,g/
For back vowels there is often a peak in front of F2 for /k,qg/.

/t,d/ present a locus (called dental locus ) for F2 between 1500
and 2000 Hz. A strong transition for F2 in case of a back vowel.



" . Places of articulation of French stops

It/ I/

" Jpot,pRAY/ /pat,tab/ Ik, ku/

‘dotted, solid dotted, solid

llllllll



— Pitch determination

A Remark: pitch is not FO (fundamental frequency):

A Set FO at 50 Hz and select the 13t , 25t and 29th
har mo n igiges a p¥tch at 334 Hz or 650 Hz.

A Probably some perceptual adjustments at voicing
onset when vocal folds do not vibrate at the target
FO.

ALanguage | earning Y pitch
perception.



Pitch determination algorithms

A General idea:
I Combine several FO determination algorithms

I Provide results together with a confidence
measure

A Available FO determination algorithms:
I spectral comb (Martin) i spectral
I Yin (Kawahara & De Cheveigné) T time
I Swipe (Camacho & Harris) 1 spectral






