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#### Abstract

We aim at planning multi-contact sequences of stances and postures for humanoid robots. The output sequence defines the contact transitions that allow our robot to realize different kind of tasks, ranging from biped locomotion to dexterous manipulation. The central component of the planning framework is a best-first algorithm that performs a search of the contacts to be added or removed at each step, following an input collision-free guide path, and making calls to an optimization-based inverse kinematics solver under static equilibrium constraints. The planner can handle systems made of multiple robots and/or manipulated objects through a centralized multi-agent approach, opening the way for multi-robot collaborative locomotion and manipulation planning. Results are presented in virtual environments, with discussion on execution on the real robot HRP-2 in an example situation. © 2012 Taylor \& Francis and The Robotics Society of Japan
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## 1. Introduction

Biped locomotion, dexterous hand manipulation, dual-arm manipulation are examples of the many different skills that we expect from a humanoid robot, which in turn define as many respective motion planning problems that need to be solved in order to achieve autonomy for these systems. Despite looking different, all of these motions share a common feature in that they require sequentially establishing and breaking contacts to get from an initial configuration to a goal configuration. For example, a walking humanoid robot successively makes and breaks contacts between its feet and the ground in order to progress forward, and a hand dexter-

[^0]ously manipulating an object successively makes and breaks contacts between the fingertips and the surface of the object in order to change its orientation.

Contact-before-motion is a planning approach that first plans the sequence of contacts that will be added or removed at each step of the motion, and then plans the continuous motion that will be made of elementary step motions on fixed contact configurations [1,2]. As opposed to the footstep planning problem [3-7], this approach focuses on non-gaited acyclic motion. It targets higher level "intelligence" of the robots by erasing the knowledge-based specification of a bipedal or quadrupedal gait. The two stages of contact-before-motion planning can either be interleaved, such as in multi-modal planning [8], or decoupled, such as in our previous tackling of the problem [1,9].

In this paper, following the decoupled strategy, we focus on the first stage: the planning of the sequence of stances and postures. Our contribution with regard to previous studies of this problem lies in the generalization of the framework to multi-robot, multi-object systems. This generalization allows for a common description and treatment of locomotion and manipulation problems, either for a single robot or for multiple collaborating robots. The approach retained for the multi-robot systems is a centralized one. Decentralized strategies such as prioritized planning [10,11] or fixed-path coordination [12] are not directly applicable since the nature of our planning is different and does not occur in the configuration space but rather in a different-nature set, made of elements called stances.

The algorithm we use is a best-first search algorithm that relies on an inverse kinematics-and-statics solver designed to generate static equilibrium configurations. These two modules are introduced as independent stand-alone modules, respectively, in $[13,14]$. In [15], we briefly present them in an integrated framework. This paper constitutes an extension of [15]. Our main added value to this previously published work is to detail how these elementary building blocks assemble together to yield the complete planning framework. We additionally tackle the problem of collision-avoidance, absent from these previous publications, and demonstrate how it can be integrated as a constraint in the generated postures. One last addition is to show how the results from this approach are actually used in dynamic simulation or on a real robot.

The rest of the paper is organized as follows. We first introduce the systems we consider and the definitions and notations that will help us formulate the problem in a general enough scheme (Sections 2 and 3). We then present the two main modules that make up the planner: the search algorithm (Section 4) and the inverse kinematics-and-statics solver (Section 5). Finally we present different results from the implementation and execution of the planner (Section 6), and discuss how to generate motions from these results (Section 7). In the Appendix section, Appendix A derives the gradients of the non-linear optimization constraints, Appendix B discusses the complexity of the algorithm, and Appendix C contains a synthetic overview of all the notations used throughout the paper.

## 2. Systems

The systems we consider are made of a number $N$ of entities. An entity is either a fixed-base robot, a floating-base robot, or a rigid object. We also consider the environment as a particular case of an entity. The entities are indexed by $r$ (for "robot") which varies in the set $\{0, \ldots, N\} . r=0$ refers to the environment, while $r \in\{1, \ldots, N\}$ is a robot or an object. For example, a humanoid robot is a floating-base robot, a dexterous hand is a fixed-base robot, a dual-arm robot is a fixed-base robot, etc. Rigid objects are particular cases of floating-base robot consisting of only one link, and the environment is a particular case of a fixedbase robot also consisting of one link. Each of these entities is represented as a kinematic tree, with the root node being either fixed or floating (see Fig. 1). For $r \in\{1, \ldots, N\}$ we denote by $q_{r}$ the configuration of the robot $r$ (vector of generalized coordinates) and by $\mathcal{C}_{r}$ its configuration space. For $r \in\{0, \ldots, N\}$ we denote $L_{r}$ the number of links of the robot, $\Theta_{r}$ the number of actuated degrees of freedom (DOF), and $\theta_{r} \in \mathbb{R}^{\Theta_{r}}$ the vector of joint angles. For a rigid object or the environment, we have $L_{r}=1$ and $\Theta_{r}=0$. The links are indexed in $\left\{0, \ldots, L_{r}-1\right\}$, with the link 0 being the root link, and the joints are indexed in $\left\{1, \ldots, \Theta_{r}\right\}$. Finally, if $r$ refers to a floating-base robot, $\xi_{r} \in \mathbb{R}^{3}$ and $\phi_{r} \in \mathbb{R}^{4}$ denote respectively the position and the unit-quaternion-parametrized orientation of the root link. As a summary ( $\mathrm{SE}(3)$ is the special Euclidean group):

$$
\mathcal{C}_{r}= \begin{cases}\mathbb{R}^{\Theta_{r}} & \text { if } r \text { is a fixed-base robot }  \tag{1}\\ \mathrm{SE}(3) \times \mathbb{R}^{\Theta_{r}} & \text { if } r \text { is a floating-base robot } \\ \mathrm{SE}(3) & \text { if } r \text { is a rigid object. }\end{cases}
$$

and

(a) Floating-base robot (b) Rigid object (c) Fixed-base robot (d) The environment

Figure 1. Kinematic trees. Red nodes are root nodes of fixed base entities. Green nodes are root nodes of floating base entities.

$$
q_{r}= \begin{cases}\left(\theta_{r}\right) & \text { if } r \text { is a fixed-base robot }  \tag{2}\\ \left(\xi_{r}, \phi_{r}, \theta_{r}\right) & \text { if } r \text { is a floating-base robot } \\ \left(\xi_{r}, \phi_{r}\right) & \text { if } r \text { is a rigid object. }\end{cases}
$$

For every link $l$ of the entity $r, \Omega_{r, l}\left(q_{r}\right)$, and $R_{r, l}\left(q_{r}\right)$ denote respectively the glo-bal-frame-expressed position and the orientation matrix of the link. Their expressions in the local frame of the root body are respectively denoted $\Omega_{r, l}^{0}\left(\theta_{r}\right)$ and $R_{r, l}^{0}\left(\theta_{r}\right)$.
We take a centralized multi-agent approach, so all the robots and the objects in $\{1, \ldots, N\}$ form one unique system, the configuration space of which is

$$
\begin{equation*}
\mathcal{C}=\prod_{r=1}^{N} \mathcal{C}_{r} \tag{3}
\end{equation*}
$$

and an element of $\mathcal{C}$ is denoted $q$

$$
\begin{equation*}
q=\left(q_{1}, \ldots, q_{N}\right) . \tag{4}
\end{equation*}
$$

Let us now define the contact surface patches. For each entity $r \in\{0, \ldots, N\}$ and each link $l \in\left\{0, \ldots, L_{r}-1\right\}$ we define a number $S_{r, l}$ of planar surface patches that cover the link. A surface is thus encoded into the triplet $(r, l, s) \in\{0, \ldots, N\} \times\left\{0, \ldots L_{r}-1\right\} \times\left\{1, \ldots, S_{r, l}\right\}$, but for short we will just call it $s$. For each such surface $s$, we denote $O_{s}$ its origin (a point belonging to the surface) expressed in the local frame of $l, O_{s}\left(q_{r}\right)$ its expression in the world frame $\left(\vec{x}_{s}\left(q_{r}\right), \vec{y}_{s}\left(q_{r}\right), \vec{z}_{s}\left(q_{r}\right)\right)$, a frame attached to the link $l$ such that $\vec{z}_{s}$ is the outward normal to the surface and $\left(\vec{x}_{s}, \vec{y}_{s}\right)$ are tangential to it. We also require that $s$ be a convex polygon, the number of vertices of which is $V_{s}$. The vertices expressed in the local frame attached to the link $l$ are denoted $a_{s, 1}, \ldots, a_{s, V_{s}}$. Their $q_{r}$-dependent expressions in the world (inertial) frame are denoted $A_{s, 1}\left(q_{r}\right), \ldots, A_{s, V_{s}}\left(q_{r}\right)$.

## 3. Problem Formulation

A contact is established between two surfaces $s_{1}$ and $s_{2}$ belonging to two different links $l_{1}$ and $l_{2}$ (the entities $r_{1}$ and $r_{2}$ can be equal). We denote $c$ such a contact and $E_{\text {cte }}$ the set of all possible contacts. $\left(x_{c}, y_{c}, \vartheta_{c}\right) \in \mathrm{SE}(2)$ denotes the relative position and orientation of the two surfaces $s_{1}$ and $s_{2}$ when the contact $c$ is established (see Fig. 2).

A stance $\sigma$ is a finite set of contacts $\sigma=\left\{c_{1}, \ldots, c_{n_{\sigma}}\right\}$, such that each surface appears at most once. We denote the set of all possible stances $\Sigma$ (which is thus a subset of $2^{E_{\text {ccc }}}$ ). For every stance $\sigma$ we denote $n_{\sigma}=\operatorname{card}(\sigma)$ the number of


Figure 2. Contact parameters.
contacts in $\sigma$. A stance $\sigma^{\prime}$ is said to be adjacent to $\sigma$ if it differs from $\sigma$ by exactly one contact. We denote $\mathrm{Adj}^{+}(\sigma)$ the set of stances $\sigma^{\prime}$ that add one contact to $\sigma$, i.e. $n_{\sigma^{\prime}}=n_{\sigma}+1$ and $\sigma \subset \sigma^{\prime}$, and we denote $\operatorname{Adj}^{-}(\sigma)$ the set of stances $\sigma^{\prime}$ that remove one contact from $\sigma$, i.e. $n_{\sigma^{\prime}}=n_{\sigma}-1$ and $\sigma^{\prime} \subset \sigma$. Finally $\operatorname{Adj}(\sigma)=\operatorname{Adj}^{+}(\sigma) \cup \operatorname{Adj}^{-}(\sigma)$ is the set of all the stances adjacent to $\sigma$. Furthermore, we define on $\operatorname{Adj}^{+}(\sigma)$ the equivalence relation denoted $\sim_{\sigma}$, such that $\sigma_{1} \sim_{\sigma} \sigma_{2}$ if and only if $\sigma_{1}$ and $\sigma_{2}$ add respectively the contacts $c_{1}$ and $c_{2}$ to $\sigma$ with $c_{1}$ and $c_{2}$ being contacts between the same pairs of surfaces (only the relative positions of the contacts $\left(x_{c_{1}}, y_{c_{1}}, \vartheta_{c_{1}}\right)$ and ( $x_{c_{2}}, y_{c_{2}}, \vartheta_{c_{2}}$ ) might differ). The quotient space is denoted $\operatorname{Adj}^{+}(\sigma) / \sim_{\sigma}$. An equivalence class $\left[\sigma^{\prime}\right]_{\sim_{\sigma}}$ is a set of stances that add a given contact $c$ to $\sigma$ for which the position $\left(x_{c}, y_{c}, \vartheta_{c}\right)$ varies in $\mathrm{SE}(2)$.

We have now defined the configuration space $\mathcal{C}$ and the stance set $\Sigma$. We define a mapping between the two $p: \mathcal{C} \rightarrow \Sigma$ which maps every configuration $q$ of the system to the set of contacts that the system happens to be establishing when put in that configuration. Inversely, for a given $\sigma \in \Sigma$, the inverse kinematics sub-manifold $\mathcal{Q}_{\sigma}=p^{-1}(\{\sigma\})$ is the set of all configurations that realize the stance $\sigma$. The subset $\mathcal{F}_{\sigma} \subset \mathcal{Q}_{\sigma}$ (for "feasible") is made of the configurations that realize the stance and that are subject to physical constraints. These constraints are:

- static equilibrium,
- contact forces within friction cones,
- joint limits,
- torque bounds,
- collision-free.

For two adjacent stances $\sigma$ and $\sigma^{\prime}$ such that $\mathcal{F}_{\sigma} \cap \mathcal{F}_{\sigma^{\prime}} \neq \emptyset$, a configuration $q \in \mathcal{F}_{\sigma} \cap \mathcal{F}_{\sigma^{\prime}}$ will be called a transition configuration between $\sigma$ and $\sigma^{\prime}$.

Such transition configurations satisfy the following property: if $\sigma_{\text {sup }}=\max \left(\sigma, \sigma^{\prime}\right)$ and $\sigma_{\text {inf }}=\min \left(\sigma, \sigma^{\prime}\right)$, for the order defined by the inclusion relation, then the configuration $q$ is a transition configuration between $\sigma$ and $\sigma^{\prime}$ if and only if $q$ realizes geometrically the contacts of $\sigma_{\text {sup }}\left(q \in \mathcal{Q}_{\sigma_{\text {sup }}}\right)$ while satisfying the physical constraints of $\sigma_{\text {inf }}\left(q \in \mathcal{F}_{\sigma_{\text {inf }}}\right)$, i.e. if and only if $q \in \mathcal{Q}_{\sigma_{\mathrm{sup}}} \cap \mathcal{F}_{\sigma_{\mathrm{inf}}}$.

Finally we can formulate our problem: given an initial and goal stance $\sigma_{\text {init }}$ and $\sigma_{\text {goal }}$ in $\Sigma$, find a sequence of stances $\left(\sigma_{1}, \ldots, \sigma_{n}\right)$ such that:

- $\sigma_{1}=\sigma_{\text {init }}$,
- $\sigma_{n}=\sigma_{\text {goal }}$,
- $\forall i \in\{1, \ldots, n-1\} \quad \sigma_{i+1} \in \operatorname{Adj}\left(\sigma_{i}\right)$ and $\mathcal{F}_{\sigma_{i}} \cap \mathcal{F}_{\sigma_{i+1}} \neq \emptyset$.


## 4. Search Algorithm

To explore $\Sigma$ we use a greedy best-first approach [16]. Starting from $\sigma:=\sigma_{\text {init }}$, we explore the stances $\sigma^{\prime}$ that are adjacent to $\sigma$ looking for transition configurations, then we take the most promising one $\sigma^{*}$, and we reiterate the process by setting $\sigma:=\sigma^{*}$, until finding a $\sigma^{\prime}$ that is close enough to $\sigma_{\text {goal }}$.

Two data structures are needed in order to write this algorithm: a priority queue $\mathcal{P}$ and an exploration tree $\mathcal{T}$. The priority queue $\mathcal{P}$ is defined through a cost function $f$ that assigns to each pair of stance $\sigma$ and realizing configuration $q$ a cost $f(\sigma, q)$. To define $f$ we use a guide path [17] built in a preprocessing step by applying path planning techniques on $\mathcal{C}_{\text {free }}$ [18], the trace of which will be denoted $\mathcal{G}$ (the trace is also known as the image of the path in $\mathcal{C}$ ). This guide path is constructed through a trade-off between being colli-sion-free and at the same time being close enough to the obstacles as they are possible candidate for contact supports. The cost is defined as the distance of the configuration $q$ to this trace $\mathcal{G}$. The contacts will thus be in priority searched around the guide path. The tree $\mathcal{T}$ basically consists of nodes that are the pair of stances with realizing configuration and edges are drawn between nodes that encode adjacent stances between which a transition configuration exists.

Algorithm 1 gives an overview of the search process. Some technicalities such as avoiding infinite loop by checking that when a new stance is added it does not already belong to $\mathcal{T}$, and backtracking when $\mathcal{P}$ becomes empty before reaching the goal by generating multiple configurations $q \in \mathcal{F}_{\sigma} \cap \mathcal{Q}_{\left[\sigma^{\prime}\right]_{\sim_{\sigma}}}$, are not made explicit for clarity.

```
Alrorithm 1 Best-first search
push \(\sigma_{\text {init }}\) into \(\mathcal{P}\) and \(\mathcal{T}\)
    repeat
        pop best stance \(\sigma\) from \(\mathcal{P}\)
        for \(\left[\sigma^{\prime}\right]_{\sim_{\sigma}} \in \operatorname{Adj}^{+}(\sigma)_{/ \sim_{\sigma}}\) do
            call the inverse kinematics-and-statics solver to find \(q \in \mathcal{F}_{\sigma} \cap \mathcal{Q}_{\left[\sigma^{\prime}\right]_{\sim}}\)
            if found \(q\) then
                push \(\sigma^{\prime}=p(q)\) into \(\mathcal{P}\) and add \(\sigma^{\prime}\) to \(\mathcal{T}\) as a son of \(\sigma\)
                end if
        end for
        for \(\sigma^{\prime} \in \operatorname{Adj}^{-}(\sigma)\) do
                    call the inverse kinematics-and-statics solver to find \(q \in \mathcal{F}_{\sigma^{\prime}} \cap \mathcal{Q}_{\sigma}\)
                    if found \(q\) then
                push \(\sigma^{\prime}\) into \(\mathcal{P}\) and add \(\sigma^{\prime}\) to \(\mathcal{T}\) as a son of \(\sigma\)
            end if
        end for
    until \(\mathcal{T}\) contains a stance close enough to \(\sigma_{\text {goal }}\)
```

In Algorithm 1 we make calls to an inverse kinematics-and-statics solver at lines 5 and 11. Let us consider a stance $\sigma=\left\{c_{1}, \ldots, c_{n_{\sigma}}\right\}$. A stance $\sigma^{-}$in $\operatorname{Adj}^{-}(\sigma)$ will have the form $\sigma^{-}=\left\{c_{1}, \ldots, c_{i_{0}-1}, c_{i_{0}+1}, \ldots, c_{n_{\sigma}}\right\}$ where we have removed the contact $c_{i_{0}}$ from $\sigma$, while a stance $\sigma^{+}$in $\operatorname{Adj}^{+}(\sigma)$ will have the form $\sigma^{+}=\left\{c_{1}, \ldots, c_{n_{\sigma}}, c_{n_{\sigma}+1}\right\}$ where we have added the contact $c_{n_{\sigma}+1}$ to $\sigma$.

- Case 1. Finding a configuration $q$ in $\mathcal{F}_{\sigma} \cap \mathcal{Q}_{\left[\sigma^{+}\right]_{\sim \sigma}}$ amounts to finding a configuration for which the contacts $c_{1}, \ldots, c_{n_{\sigma}}$ are realized at their fixed positions with contact forces being applied at these contacts, and for which the contact $c_{n_{\sigma}+1}$ is realized without its position being fixed and without applying a contact force at it. The position $\left(x_{c_{n_{\sigma}+1}}, y_{n_{n_{\sigma}+1}}, \vartheta_{c_{n_{\sigma}+1}}\right)$ of the contact $c_{n_{\sigma}+1}$ is to be decided by the solver.
- Case 2. Finding a configuration $q$ in $\mathcal{Q}_{\sigma} \cap \mathcal{F}_{\sigma^{-}}$amounts to finding a configuration for which all the contacts $c_{1}, \ldots, c_{n_{\sigma}}$ are realized at their fixed positions, but with contact forces only applied at the contacts $c_{1}, \ldots, c_{i_{0}-1}, c_{i_{0}+1}, \ldots, c_{n_{\sigma}}$. No contact forces are applied at the contact $c_{i_{0}}$.

To find these configurations we use an optimization formulation. We will first explain how to find a configuration $q$ in $\mathcal{F}_{\sigma}$, i.e. a configuration that realizes the contacts $c_{1}, \ldots, c_{n_{\sigma}}$, and for which contact forces are applied at all the contacts. The two cases above will then straightforwardly follow: in the derivations hereunder we just do not need to take into account the contact on which the forces are not applied ( $c_{n_{\sigma}+1}$ in case 1 and $c_{i_{0}}$ in case 2 ) in the definition of the contact forces variables and when writing the static equilibrium equation.

## 5. Inverse Kinematics-and-Statics Solver

Our approach is to solve for the configurations and the contact forces simultaneously, as opposed to a rejection sampling approach that would sample random configurations [19-21] and keep only the static equilibrium constraint-satisfying ones [22].

We start from the stance $\sigma=\left\{c_{1}, \ldots, c_{n_{\sigma}}\right\}$. For each contact $c_{i}$, let $s_{i 1}$ and $s_{i 2}$ denote the two surfaces between which the contact is established, $l_{i 1}$ and $l_{i 2}$ the corresponding indexes of the links to which they belong, and $r_{i 1}$ and $r_{i 2}$ their respective entities (robot/object/environment).

Without loss of generality (we can reorder $s_{i 1}$ and $s_{i 2}$ ), we suppose that the area of the surface $s_{i 1}$ is less than the area of the surface $s_{i 2}$, so that we can write $s_{i 1} \subset s_{i 2}$ once the contact is established at the solution. Recall that the vertices of the smaller area surface $s_{i 1}$ expressed in the local frame attached to the link $l_{i 1}$ are $a_{s_{i 1}, 1}, a_{s_{i 1}, 2}, \ldots, a_{s_{i 1}, V_{s_{1}}}$. At each of these vertices we linearize the friction cone between $s_{i 1}$ and $s_{i 2}$ into a polyhedral cone with a finite number $K$ of vertices, and we denote $U_{i, 1}\left(q_{r_{i 1}}\right), \ldots, U_{i, K}\left(q_{r_{i 1}}\right)$ the $q_{r_{i 1}}$-dependent expressions of its unit generators in the world (inertial) frame. The resulting contact force applied by the link $l_{i 2}$ on the link $l_{i 1}$ at the vertex $a_{s_{11}, j}$ will be a nonnegative linear combination of these generators

$$
\begin{equation*}
f_{i, j}\left(q_{r_{i 1}}\right)=\sum_{k=1}^{K} \lambda_{i, j, k} U_{i, k}\left(q_{r_{i 1}}\right) . \tag{5}
\end{equation*}
$$

Let us now denote $\lambda=\left(\lambda_{i, j, k}\right)_{i, j, k}$ the vector of all coefficients. The variables of the optimization problem we will write are $(q, \lambda)$.

We now write the constraints of our problem. The joint limit constraint is straightforward

$$
\begin{equation*}
\forall r \text { such that } r \text { is a robot: } \theta_{r, \min } \leq \theta_{r} \leq \theta_{r, \max } \tag{6}
\end{equation*}
$$

as well as the unilateral-force constraint

$$
\begin{equation*}
\lambda \geq 0 \tag{7}
\end{equation*}
$$

The following constraints set the relative positions of the links $l_{i 1}$ and $l_{i 2}$, for all $i \in\left\{1, \ldots, n_{\sigma}\right\}$ :

$$
\begin{align*}
& \vec{z}_{s_{11}}\left(q_{r_{i 1}}\right)+\vec{z}_{s_{i 2}}\left(q_{r_{i 2}}\right)=\overrightarrow{0}  \tag{8}\\
& O_{s_{i 1}}\left(q_{r_{i 1}}\right)^{T} \vec{z}_{s_{i 2}}\left(q_{r_{i 2}}\right)=0 \tag{9}
\end{align*}
$$

$$
\begin{gather*}
O_{s_{11}}\left(q_{r_{11}}\right)^{T} \vec{x}_{s_{12}}\left(q_{r_{12}}\right)=x_{c_{i}},  \tag{10}\\
O_{s_{11}}\left(q_{r_{11}}\right)^{T} \vec{y}_{s_{12}}\left(q_{r_{12}}\right)=y_{c_{i}},  \tag{11}\\
\vec{x}_{s_{11}}\left(q_{r_{11}}\right)^{T} \vec{x}_{s_{12}}\left(q_{r_{12}}\right)=\cos \left(\vartheta_{c_{i}}\right),  \tag{12}\\
\vec{x}_{s_{11}}\left(q_{r_{11}}\right)^{T} \vec{y}_{s_{12}}\left(q_{r_{12}}\right)=\sin \left(\vartheta_{c_{i}}\right) . \tag{13}
\end{gather*}
$$

In case 1 (when adding a contact), the position of the contact $c_{n_{\sigma}+1}$ is not decided, so the constraints (10) and (11) are relaxed for this contact and left as linear inequality constraints (the linear inequalities defining the polygon shape of the surface $s_{i 2}$ ), and the constraints (12) and (13) are dropped.

Let us now write the static equilibrium constraints. We will write one static equilibrium constraint for every floating-base robot $r$ (so in particular for rigid objects). Let $I$ be the index set $\left\{1, \ldots, n_{\sigma}\right\}$. The set $I$ can be partitioned into three disjoint subsets. $I_{1}(r)=\left\{i \mid r_{i 1}=r\right\}$ is the subset of $I$ made of the indices of the contacts in which a surface of $r$ is involved as the smaller area surface; $I_{2}(r)=\left\{i \mid r_{i 2}=r\right\}$ is the subset of $I$ made of the indices of the contacts in which a surface of $r$ is involved as the larger area surface; $I_{3}(r)=\left\{i \mid r_{i 1} \neq r\right.$ and $\left.r_{i 2} \neq r\right\}$ is the subset of $I$ made of the indices of the contacts which do not involve any surface from $r$. The expression of the moments of the forces applied on $r$ through the contact $c_{i}$ will depend on whether $i \in I_{1}(r)$ or $i \in I_{2}(r)$. In the former case, $r=r_{i 1}$, the application points expressed in the local frame of $l_{i 1}$ are simply the points $a_{s_{11}, j}$ where $j$ varies. However, in the second case, $r=r_{i 2}$, the application points, that are still $a_{s_{i 1}, j}$, need to be expressed in the local frame of $l_{i 2}$ in order to compute the torques resulting from these forces on the joints of $r$. Let us denote these expressions, which depend on $q_{r_{i 1}}$ and $q_{r_{i 2}}, a_{s_{12}, j}^{\prime}\left(q_{r_{i 1}}, q_{r_{i 2}}\right)$,

$$
\begin{equation*}
a_{s_{12}, j}^{\prime}\left(q_{r_{i 1}}, q_{r_{12}}\right)=R_{r_{i 2}, l_{i 2}}\left(q_{r_{12}}\right)^{T}\left(A_{s_{11}, j}\left(q_{r_{11}}\right)-\Omega_{r_{i 2}, l_{2}}\left(q_{r_{12}}\right)\right) . \tag{14}
\end{equation*}
$$

Furthermore, let us denote $\Upsilon_{r, l}\left(q_{r}, b\right)$ the following Jacobian matrix, where $b$ is any vector in $\mathbb{R}^{3}$,

$$
\begin{equation*}
\Upsilon_{r, l}\left(q_{r}, b\right)=\frac{\partial\left[R_{r, 0}\left(q_{r}\right)^{T}\left(\left(\Omega_{r, l}\left(q_{r}\right)+R_{r, l}\left(q_{r}\right) b\right)-\Omega_{r, 0}\left(q_{r}\right)\right)\right]}{\partial \theta_{r}} . \tag{15}
\end{equation*}
$$

We can now write the static equilibrium equations

$$
\begin{gather*}
\sum_{i \in I_{1}(r)} \sum_{j=1}^{V_{s_{i 11}}} f_{i, j}-\sum_{i \in I_{2}(r)} \sum_{j=1}^{V_{s_{i 11}}} f_{i, j}+m_{r} g=0  \tag{16}\\
\sum_{i \in I_{1}(r)} \sum_{j=1}^{V_{s_{i 1}}} A_{s_{i 11}} \times f_{i, j}-\sum_{i \in I_{2}(r)} \sum_{j=1}^{V_{s_{11}}} A_{s_{i 1}, j} \times f_{i, j}+C_{r} \times m_{r} g=0  \tag{17}\\
\tau_{r}=-\sum_{i \in I_{1}(r)} \sum_{j=1}^{V_{s_{11}}} \Upsilon_{r_{i 1}, l_{i 1}}\left(q_{r_{i 1},}, a_{s_{i 11}, j}\right)^{T} f_{i, j} \\
+\sum_{i \in I_{2}(r)} \sum_{j=1}^{V_{s_{i 1}}} \Upsilon_{r_{i 2}, l_{i 2}}\left(q_{r_{i 2},}, a_{s_{i 2}, j}^{\prime}\left(q_{r_{i 1}}, q_{r_{i 2}}\right)\right)^{T} f_{i, j}-\frac{\partial C_{r}^{T}}{\partial \theta_{r}} m_{r} g \tag{18}
\end{gather*}
$$

where $\tau_{r} \in \mathbb{R}^{\Theta_{r}}$ is the vector of actuation torques, $C_{r}\left(q_{r}\right)$ is the position of the center of mass of the robot, $m_{r}$ is its mass, and $g$ is the gravity vector. Equation (18) allows us to write $\tau_{r}$ as a function of $(q, \lambda)$ and thus allows us to write the torque limit constraint as

$$
\begin{equation*}
\tau_{r, \text { min }}<\tau_{r}(q, \lambda)<\tau_{r, \text { max }} . \tag{19}
\end{equation*}
$$

Collision-avoidance constraints are set between any two links $l_{\text {nc1 }}$ and $l_{\text {nc2 }}$ that are not connected by a joint in the kinematic-tree representation of the system. Collision-avoidance between connected links is implicitly considered in the joint limit constraint (6). Let $\mathscr{D}$ be a signed distance between two strictly convex bounding volumes of the links $l_{\mathrm{nc} 1}$ and $l_{\mathrm{nc} 2}$, that we denote, respectively, $\mathcal{B}_{\mathrm{nc} 1}$ and $\mathcal{B}_{\text {nc2 }}$. We use as bounding volumes the Sphere-Torus-Patch Bounding Volumes (STP-BV) [23]. By specifying the corresponding support functions, the enhanced GJK [24] collision-detection algorithm allows us to compute such a continuously differentiable signed distance. The collision-avoidance constraint is thus simply written

$$
\begin{equation*}
\mathscr{D}\left(\mathcal{B}_{\mathrm{nc} 1}, \mathcal{B}_{\mathrm{nc} 2}\right)>0 . \tag{20}
\end{equation*}
$$

Figure 3 shows an example of how this constraint generates different resulting configurations corresponding to different local minima.

We now write the target function we want to optimize, we denote it obj $(q, \lambda)$. The guide path that was computed through collision-free path planning [17] is made of a number $M$ of milestone configurations $q_{\text {ref }, 1}, \ldots, q_{\text {ref }, M}$ (these are the nodes of the tree or graph structure that was constructed in the PRM [25] or


Figure 3. Collision-avoidance constraint. The left figure shows a configuration generated without collision-avoidance constraints. The two right figures show two possible solutions corresponding to two different local minima.

RRT [26] process and from which the collision-free path is extracted). Such milestones carry information about major global changes in the configuration of the system $q$ along the guide path. When executing the search Algorithm 1, we maintain a global integer variable $t$ that is initialized to 1 and incremented by 1 whenever $q_{\text {ref }, l}$ is reached (i.e. when the search tree $\mathcal{T}$ contains a configuration close enough to $\left.q_{\mathrm{ref}, l}\right)$. The search succeeds and Algorithm 1 stops when reaching $q_{\text {ref }, M}=q_{\text {goal }}$. The objective function of the inverse kinematics-and-statics solver will be composed of four weighted components:

- a global configuration component

$$
\begin{equation*}
\operatorname{obj}_{1}(q, \lambda)=\left\|q-q_{\mathrm{ref}, l}\right\|^{2}, \tag{21}
\end{equation*}
$$

- a force minimization component

$$
\begin{equation*}
\operatorname{obj}_{2}(q, \lambda)=\|\lambda\|^{2}, \tag{22}
\end{equation*}
$$

- a torque minimization component

$$
\begin{equation*}
\operatorname{obj}_{3}(q, \lambda)=\|\tau(q, \lambda)\|^{2}, \tag{23}
\end{equation*}
$$

- a last component $\operatorname{obj}_{4}(q, \lambda)$ used when solving case 1 (adding a contact, see Section 4) and that will steer the position of the nonfixed contact $c_{n_{\sigma}+1}$ to the position of the corresponding contacting links in the currently targeted milestone $q_{\mathrm{ref}, l}$, this is the component which "pulls" the foot to advance forward when walking for example. The role of this component is to position the contact $c_{n_{\sigma}+1}$ as close as possible to the final stance while still satisfying
the constraints (8) and (9); it replaces the constraints (10)-(13) which are not enforced in case of the added contact.

$$
\begin{equation*}
\operatorname{obj}_{4}(q, \lambda)=\left\|O_{s_{n_{G+1}, 1,1}}(q)-O_{s_{n \sigma+1,1}}\left(q_{\mathrm{ref}, l}\right)\right\|^{2}+\left\|O_{s_{n \sigma+1,2}}(q)-O_{s_{n \sigma+1,2}}\left(q_{\mathrm{ref}, 2}\right)\right\|^{2} . \tag{24}
\end{equation*}
$$

If we denote $w_{1}, w_{2}, w_{3}, w_{4}$ the respective weights, then the objective function is simply

$$
\operatorname{obj}(q, \lambda)= \begin{cases}\sum_{i=1}^{4} w_{i} \operatorname{obj}_{i}(q, \lambda) & \text { if case 1, }  \tag{25}\\ \sum_{i=1}^{3} w_{i} \operatorname{obj}_{i}(q, \lambda) & \text { if case 2. }\end{cases}
$$

Finally at every call to the inverse kinematics-and-statics problem we solve the following optimization problem

$$
\begin{align*}
& \min _{(q, \lambda)} \operatorname{obj}(q, \lambda) \\
& \text { subject to }(6),(7),(8),(9),(10),(11),(12),(13),(16),(17),(19), \text { and (20). } \tag{26}
\end{align*}
$$

## 6. Results

We applied our planning method to several scenarios that are representative of different tasks involving humanoid robots. These scenarios are

- Biped locomotion with use of arms for support (Fig. 5).
- Dexterous manipulation by a fixed-palm four-finger hand (Fig. 6).
- Dual-arm manipulation (Fig. 7).

(a) Locomotion

(b) Dex-terous manipulation
(c) Dual-arm manipulation

(d) Collaborative task

(e) Toy scenario

Figure 4. Kinematic representations of the systems for each scenario. These representations are simplified for the sake of clarity. The actual model of humanoid robot is HRP-2 [37] and has 30 internal DOFs. The fingers of the dexterous hand and the arms of the dual-arm robot are 6 -DOF manipulators. Our implementation is kept generic so that any model of an articulated robot can be used.


Figure 5. Locomotion. The objective is to sit down at the desk. The initial stance is the robot standing about 2 m away from the desk. The final stance is the robot sitting with contacts of its tights with the chair, its feet with the floor, and its forearms with the desk. The motion comprises a first phase in which the robot bipedly walks toward the desk followed by a phase that makes the robot properly sit down.

- Collaborative task (Fig. 8).
- Toy scenario with unrealistic physical limitations to illustrate further theoretic capabilities of the planner (Fig. 9).


Figure 6. Dexterous manipulation. The objective in the first experiment is to rotate the ball upside down. The initial stance is the four fingers holding the ball from its "southern hemisphere." The goal stance is the four fingers holding the ball from its "northern hemisphere." Both stances are 4 -contact stances. The main difficulty resides in keeping the force closure condition at every step. This is implicitly taken into account by the way the inverse kinematics-and-statics problem is formulated. In the second experiment the objective is to hold the pen from the red end.

Figure 4 shows the kinematic-tree representations of these systems.
The following figures show the obtained sequence in each case, using the IPOPT [27] software as a non-linear constrained optimization solver.

We have made some re-adjustment of the algorithm and inverse solver in two of these scenarios. In the dexterous manipulation problem the spherical surface is approxi-


Figure 7. Dual arm manipulation. The objective is to bring the cylinder from the first platform to the second platform. The second platform is outside the workspace of the first arm. The planner finds a solution in which it needs to transfer the cylinder to the second arm. The initial stance is made of a contact between one of the planar surfaces of the cylinder and the first platform. The final stance is made of a contact between the same planar surface of the cylinder and the other platform. Along the sequence contacts are made and broken between the surfaces of the endeffectors of the grippers and the cylindrical surface of the cylinder.
mated by an 20 -face polyhedron, and in the collaborative task scenario the contacts between the hands of the robots and the handles of the table are tagged as being bilateral, which translates in the inverse solver by replacing the friction cones for this contact by $\mathbb{R}^{3}$ and dropping the corresponding components of the constraint (7).

The friction coefficient was set to 1 for all the scenarios. Although this might seem to be over-simplification, it does not really influence the feasibility of the stances when the contacts are horizontal or almost horizontal as it turns out to be the case in most of the presented scenarios. Two scenarios in which the friction coefficient is particularly influential are the dexterous and the dual-arm manipulation scenarios. In the latter, the grasping is performed by means of two frictional unilateral contacts rather than one bilateral contact as it is coarsely considered in the collaborative carrying scenario for the grasping of the handles of the table by the grippers of the robots. Since this coefficient would strongly depend on the materials (cover of the fingers, the grippers, the ball, the cylinder) we assumed that a coefficient of 1 would be representative though too small coefficients result in infeasible problems.

As for computation time, the range is in the order of $10-20 \mathrm{~min}$, performed on a 3.06 GHz Pentium IV system with 1 GB of RAM memory. The executable program was compiled with a Microsoft Visual C++ 8.0 compiler from a C++ implementation of the algorithm.


Figure 8. Collaborative task. The objective is for the two robots to transport the table together. The contacts between the hands of the robots and the handles of the table are bilateral contacts, which means that they are not subject to unilaterality constraints. They are also required not to be removed throughout the search. So all the searched stances contain at least these four contacts. Other contacts are made and broken between the feet of the robots and the floor. The initial stance and final stances are 1.5 m away from each other. The motion can be compared to a quadruped gait.

## 7. Dynamics and Real-World Application

The output of Algorithm 1 is not a motion, but rather a sequence of key postures that encode the contact transitions of the system if it were to realize a motion that goes from the initial to the goal stance. We now discuss the full dynamic motion generation taking this output sequence as an input of a motion generation tool.


Figure 9. Toy scenario. The objective is for the robot to get from the first platform to the second platform. This cannot be achieved without using the other robot as a support. The planner finds such a solution. Contacts are created and broken between the hands of the supporting robot and the feet of the supported robot, in addition to contacts of the feet of the supported robot with the platforms and the feet of the supporting robot with the floor.

The previous contact-before-motion planning works [1,2] relied in their second stage, the continuous motion planning, on geometric path planning techniques $[16,18]$. The motion generated is thus restricted to be quasi-static, and would benefit from a post-processing dynamic filtering stage [28,29].

We have investigated two alternative approaches to directly generate dynamic motion, presented, respectively, in [30,31].


Figure 10. Screenshots captured from the sitting dynamic simulation using a feedback-based multi-objective controller.

The first one [30] is based on a closed-loop control law that combines a finite-state machine with a multi-objective controller [32] to generate the motion in simulation. The multi-objective controller solves at every step of the simulation a quadratic program ( QP ) that minimizes a weighted sum of quadratic objectives for the COM, the links of the robot, or the whole posture, subject to linear constraints expressing the dynamics equation of motion of the robot and the nonsliding contact constraints. Collision-avoidance is treated using heuristics on the objectives for the motion of the contact-adding link, but eventhough it is not strictly expressed as a constraint the generated motion is robust to undesired collision events thanks to its feedback nature. Figure 10 shows captured frames from an example motion generated through this method. We refer the reader to [30] for full details and videos.

The second method [31] is based on an open-loop nonlinear optimization on the full motion. The solver finds a motion law $t \mapsto q(t)$ optimizing a performance index (duration of the motion, energy consumed through actuation) subject to dynamics and contact constraints. Figure 11 shows captured frames of a motion generated using this method. Full videos can be found in [33].

## 8. Conclusion

We presented an algorithm that extended previous contact-before-planning methods to more general systems made of multiple entities. The algorithm was written as a best-first search with an inverse kinematics-and-statics solver as a key component. Many classes of locomotion and manipulation problems of humanoid robots can be solved through the modeling of the system as a centralized multiagent system. This algorithm is one component along a long chain of stages, starting from the sensing and modeling of the environment, then to the planning of a rough path that takes obstacles into account as possible contact supports, followed by the execution of the present algorithm, before finally feeding its result to either an offline motion generation tool that will be executed on the


Figure 11. Screenshots captured from the sitting real world experiment using an open-loop fullmotion optimization method.
robot with adequate trajectory tracking system, or is directly used by an online control law. Each of these many stages requires computation times that range from minutes to hours, making the whole framework impractical for now as such for achieving real-time sensing, planning, and control. This is a limitation generally found in state-of-the-art path planning and trajectory optimization in general. However, our contribution in this work that is the generality in terms of possible systems and tasks - one formulation fits all - constitutes one step toward full autonomy for generic systems and tasks centered around the humanoid robot.
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## Appendix A. Gradient Derivations

## A.1. Geometric Gradients

The problem (26) is a constrained nonlinear optimization problem. To solve it we need to compute at least the gradients of the objective function and constraints. The gradients with respect to $\lambda$ do not require particular attention. The gradients with respect to $q$, however, need careful derivations that we are going to detail. These gradients (as well as the computation of (15)) are all down to the computation of the three following analytical Jacobian matrices

$$
\begin{gather*}
\frac{\partial \Omega_{r, l}\left(q_{r}\right)}{\partial q_{r}}  \tag{27}\\
\frac{\partial\left[R_{r, l}\left(q_{r}\right) u\right]}{\partial q_{r}} \tag{28}
\end{gather*}
$$

$$
\begin{equation*}
\frac{\partial\left[R_{r, l}\left(q_{r}\right)^{T} u\right]}{\partial q_{r}} \tag{29}
\end{equation*}
$$

where $u$ is any arbitrary vector of $\mathbb{R}^{3}$. We consider the most general case in which $q_{r}=\left(\xi_{r}, \phi_{r}, \theta_{r}\right)$, the other cases follow straightforwardly.

To compute these Jacobian matrices we make use of the algorithmically-computable linear and angular Geometric Jacobians [34] $J_{r, l}^{\text {lin }}$ and $J_{r, l}^{\text {ang }}$ defined as

$$
\begin{gather*}
\dot{\xi}_{l, r}^{0}=J_{r, l}^{\operatorname{lin}} \dot{\theta}_{r}  \tag{30}\\
\omega_{r, l}^{0}=J_{r, l}^{\mathrm{ang}} \dot{\theta}_{r} \tag{31}
\end{gather*}
$$

where $\dot{\xi}_{l, r}^{0}$ and $\omega_{r, l}^{0}$ are, respectively, the root-frame-expressed linear and angular velocities of the link $(r, l)$ relative to root link. If $\phi=(\alpha, \beta, \gamma, \delta)$ is a unit quaternion, then let

$$
\begin{align*}
\rho(\phi) & =\rho(\alpha, \beta, \gamma, \delta) \\
& =\left(\begin{array}{ccc}
2\left(\alpha^{2}+\beta^{2}\right)-1 & 2(\beta \gamma-\alpha \delta) & 2(\beta \delta+\alpha \gamma) \\
2(\beta \gamma+\alpha \delta) & 2\left(\alpha^{2}+\gamma^{2}\right)-1 & 2(\gamma \delta-\alpha \beta) \\
2(\beta \delta-\alpha \gamma) & 2(\gamma \delta+\alpha \beta) & 2\left(\alpha^{2}+\delta^{2}\right)-1
\end{array}\right), \tag{32}
\end{align*}
$$

be the corresponding orientation matrix. We can show that

$$
\begin{gather*}
\frac{\partial \Omega_{r, l}}{\partial q_{r}}=\left[\mathbf{1}_{3 \times 3}\left|\left(\frac{\partial \rho}{\partial \alpha} \Omega_{r, l}^{0} \frac{\partial \rho}{\partial \beta} \Omega_{r, l}^{0} \frac{\partial \rho}{\partial \gamma} \Omega_{r, l}^{0} \frac{\partial \rho}{\partial \delta} \Omega_{r, l}^{0}\right)\right| R_{r, 0} J_{r, l}^{\text {in }}\right], \\
\frac{\partial\left[R_{r, l} u\right]}{\partial q_{r}}=\left[\mathbf{0}_{3 \times 3}\left|\left(\frac{\partial \rho}{\partial \alpha} R_{r, l}^{0} u, \frac{\partial \rho}{\partial \beta} R_{r, l}^{0} u, \frac{\partial \rho}{\partial \gamma} R_{r, l}^{0} u, \frac{\partial \rho}{\partial \delta} R_{r, l}^{0} u\right)\right|-R_{r, 0}\left[\left(R_{r, l}^{0} u\right) \times\right] J_{r, l}^{\mathrm{ang}}\right],  \tag{34}\\
\frac{\partial\left[R_{r, l}^{T} u\right]}{\partial q_{r}}=\left[\mathbf{0}_{3 \times 3}\left|\left(R_{r, l}^{0 T} \frac{\partial \rho^{T}}{\partial \alpha} u, R_{r, l}^{0 T} \frac{\partial \rho^{T}}{\partial \beta} u, R_{r, l}^{0 T} \frac{\partial \rho^{T}}{\partial \gamma} u, R_{r, l}^{0} \frac{\partial \rho^{T}}{\partial \delta} u\right)\right| R_{r, l}^{0 T}\left[\left(R_{r, 0}^{T} u\right) \times\right] J_{r, l}^{\mathrm{ang}}\right], \tag{35}
\end{gather*}
$$

where the notation $[v \times]$ is used to denote the skew symmetric matrix that corresponds the cross product by the vector $v$ of $\mathbb{R}^{3}$. The partial derivatives of $\rho$ are expressed at $\phi_{r}$.

## A.2. Torque Gradients

Let $\mu \in\left\{1, \ldots, \Theta_{r}\right\}$ and $\Upsilon_{r, l}^{\mu}$ denote the $\mu$ th column of $\Upsilon_{r, l}$ defined in (15). In order to compute the gradient of the constraint (19), we need to compute the partial derivatives of the mappings

$$
\begin{gather*}
\Upsilon_{1}: q_{r_{i 1}} \mapsto \Upsilon_{r_{i 1}, l_{11}}^{\mu}\left(q_{r_{i 1}}, a_{s_{11}, j}\right)  \tag{36}\\
\Upsilon_{2}:\left(q_{r_{i 1}}, q_{r_{12}}\right) \mapsto \Upsilon_{r_{i 2}, l_{i 2}}^{\mu}\left(q_{r_{12}}, a_{s_{i 2}, j}^{\prime}\left(q_{r_{11}}, q_{r_{i 2}}\right)\right) \tag{37}
\end{gather*}
$$

Let $D_{1} \Upsilon_{r, l}^{\mu}$ and $D_{2} \Upsilon_{r, l}^{\mu}$ denote the partial derivatives of $\left(q_{r}, b\right) \mapsto \Upsilon_{r, l}^{\mu}\left(q_{r}, b\right)$ with respect to $q_{r}$ and $b$, respectively (recall that $b$ is an arbitrary $\mathbb{R}^{3}$ variable). We have

$$
\begin{gather*}
\frac{\partial \Upsilon_{1}}{\partial q_{r_{i 1}}}=D_{1} \Upsilon_{r_{i 1}, l_{i 1}}^{\mu}\left(q_{r_{i 1}}, a_{s_{i 1}, j}\right)  \tag{38}\\
\frac{\partial \Upsilon_{2}}{\partial q_{r_{i 1}}}=D_{2} \Upsilon_{r_{i 2}, l_{i 2}}^{\mu}\left(q_{r_{i 2}}, a_{s_{12}, j}^{\prime}\right) \frac{\partial a_{s_{i 2, j}}^{\prime}\left(q_{r_{i 1}}, q_{r_{i 2}}\right)}{\partial q_{r_{i 1}}},  \tag{39}\\
\frac{\partial \Upsilon_{2}}{\partial q_{r_{i 2}}}=D_{1} \Upsilon_{r_{i 2}, l_{i 2}}^{\mu}\left(q_{r_{12}}, a_{s_{i 2}, j}^{\prime}\right)+D_{2} \Upsilon_{r_{i 2}, l_{i 2}}^{\mu}\left(q_{r_{i 2}}, a_{s_{i 2}, j}^{\prime}\right) \frac{\partial a_{s_{i 2, j}}^{\prime}\left(q_{r_{11}}, q_{r_{i 2}}\right)}{\partial q_{r_{i 2}}} \tag{40}
\end{gather*}
$$

In these expressions, the two derivatives

$$
\begin{equation*}
\frac{\partial a_{s_{i 2}, j}^{\prime}\left(q_{r_{i 1}}, q_{r_{i 2}}\right)}{\partial q_{r_{i 1}}}, \frac{\partial a_{s_{i 2}, j}^{\prime}\left(q_{r_{i 1}}, q_{r_{i 2}}\right)}{\partial q_{r_{i 2}}} \tag{41}
\end{equation*}
$$

can be computed directly using the three Jacobian matrices (27)-(29). Indeed from (14) we have, denoting temporarily $v=A_{s_{i 1}, j}\left(q_{r_{i 1}}\right)-\Omega_{r_{12}, l_{i 2}}\left(q_{r_{12}}\right)$,

$$
\begin{gather*}
\frac{\partial a_{s_{i 2}, j}^{\prime}\left(q_{r_{11}}, q_{r_{i 2}}\right)}{\partial q_{r_{i 1}}}=R_{r_{i 2}, l_{i 2}}\left(q_{r_{12}}\right)^{T} \frac{\partial A_{s_{i 1}, j}\left(q_{r_{i 1}}\right)}{\partial q_{r_{i 1}}},  \tag{42}\\
\frac{\partial a_{s_{i 2}, j}^{\prime}\left(q_{r_{i 1}}, q_{r_{i 2}}\right)}{\partial q_{r_{i 2}}}=\frac{\partial\left[R_{r_{i 2}, l_{i 2}}\left(q_{r_{i 2}}\right)^{T} v\right]}{\partial q_{r_{i 2}}}-R_{r_{i 2}, l_{i 2}}\left(q_{r_{i 2}}\right)^{T} \frac{\partial \Omega_{r_{i 2}, l_{i 2}}\left(q_{r_{i 2}}\right)}{\partial q_{r_{i 2}}} . \tag{43}
\end{gather*}
$$

and $D_{2} \Upsilon_{r, l}^{\mu}$ require a last derivation effort. As for the former, we can write, denoting temporarily $\zeta_{\mu}$ and $\psi_{\mu}$ the $\mu$ th column of $J_{r, l}^{\text {lin }}$ and $J_{r, l}^{\text {ang }}$, respectively,

$$
\begin{equation*}
D_{1} \Upsilon_{r, l}^{\mu}\left(q_{r}, b\right)=\left[\mathbf{0}_{3 \times 3}\left|\left(\frac{\partial \rho}{\partial \alpha} \zeta_{\mu}(b), \frac{\partial \rho}{\partial \beta} \zeta_{\mu}(b), \frac{\partial \rho}{\partial \gamma} \zeta_{\mu}(b), \frac{\partial \rho}{\partial \delta} \zeta_{\mu}(b)\right)\right| R_{r, 0}\left(\frac{\partial \zeta_{\mu}(b)}{\partial \theta_{r, v}}\right)_{v \in\left\{1, \ldots, \theta_{r}\right\}}\right] \tag{44}
\end{equation*}
$$

where

$$
\begin{equation*}
\zeta_{\mu}(b)=\zeta_{\mu}+\psi_{\mu} \times\left[R_{r, l}^{0} b\right] \tag{45}
\end{equation*}
$$

is the $\mu$ th column of the linear Geometric Jacobian expressed at the point $b$, and, by generalizing the result of [35] to floating-base mechanisms,

$$
\frac{\partial \zeta_{\mu}(b)}{\partial \theta_{r, v}}= \begin{cases}\psi_{v} \times \zeta_{\mu}(b) & \text { if } v<\mu  \tag{46}\\ \psi_{\mu} \times \zeta_{\mu}(b) & \text { if } v=\mu \\ \psi_{\mu} \times \zeta_{v}(b) & \text { if } v>\mu\end{cases}
$$

Finally, as for $D_{2} \Upsilon_{r, l}^{\mu}$, we have

$$
\begin{equation*}
D_{2} \Upsilon_{r, l}^{\mu}=R_{r, 0}\left[\left(\psi_{\mu}\right) \times\right] R_{r, l}^{0} . \tag{47}
\end{equation*}
$$

## A.3. Distance Gradients

Let us compute the gradient of the constraint (20). Let $P_{1}$ and $P_{2}$ be, respectively, the closest points on $\mathcal{B}_{\mathrm{nc} 1}$ and $\mathcal{B}_{\mathrm{nc} 2}$, such that $\mathscr{D}\left(\mathcal{B}_{\mathrm{nc} 1}, \mathcal{B}_{\mathrm{nc} 2}\right)=\left\|P_{2}-P_{1}\right\|$ if there is no collision and the farthest points such that $\mathscr{D}\left(\mathcal{B}_{\mathrm{nc} 1}, \mathcal{B}_{\mathrm{nc} 2}\right)=-\left\|P_{2}-P_{1}\right\|$ in case of interpenetration. The GJK algorithm applied on the STP-BV allows for the computation of such so-called witness points. The result in [36] makes the computation of this gradient straightforward by considering the Jacobians at the points $P_{1_{\in \mathcal{B}_{\mathrm{nc}}}}$ and $P_{2_{\in \mathcal{B}_{\mathrm{nc} 2}}}$ that are rigidly attached to $\mathcal{B}_{\text {nc1 }}$ and $\mathcal{B}_{\mathrm{nc} 2}$, respectively, and coincide with $P_{1}$ and $P_{2}$ in the configuration $q$ at which we are computing the gradient. So we can write

$$
\frac{\partial \mathscr{D}\left(\mathcal{B}_{\mathrm{nc} 1}, \mathcal{B}_{\mathrm{nc} 2}\right)}{\partial q}= \begin{cases}\frac{\left(P_{1}-P_{2}\right)^{T}}{\left\|P_{1}-P_{2}\right\|}\left(\frac{\partial P_{1 \in \mathcal{B n c}_{\mathrm{nc}}}}{\partial q_{1}}-\frac{\partial P_{2} \in \mathcal{B}_{\mathrm{nc} 2}}{\partial q_{r_{2}}}\right) & \text { if there is no collision }  \tag{48}\\ -\frac{\left(P_{1}-P_{2}\right)^{T}}{\left\|P_{1}-P_{2}\right\|}\left(\frac{\partial P_{1 \in \mathcal{B}_{\mathrm{ncl}}}}{\partial q_{r_{1}}}-\frac{\left.\partial P_{\mathcal{P}_{\in \mathcal{B}_{\mathrm{nc} 2}}}^{\partial q_{r_{2}}}\right)}{} \quad\right. \text { if there is interpenetration }\end{cases}
$$

## Appendix B. Complexity Analysis

Let us denote $B$ the branching factor of the search tree $\mathcal{T}$ constructed in Algorithm 1. $B$ is dominated by the total number of possible surface pairs that can constitute a contact. To count the total number of such possible surface pairs, we first recall that a surface $\left(r^{\prime}, l^{\prime}, s^{\prime}\right)$ can be in contact with any other surface not belonging to the same link $l^{\prime}$. Thus the number of surfaces with which $\left(r^{\prime}, l^{\prime}, s^{\prime}\right)$ can be in contact is

$$
\begin{equation*}
\sum_{r \neq r^{\prime}} \sum_{l} S_{r, l}+\sum_{l \neq l^{\prime}} S_{r^{\prime}, l} \tag{49}
\end{equation*}
$$

and the total number of possible surface pairs that can be in contact is thus

$$
\begin{equation*}
\sum_{r^{\prime}, l^{\prime}}\left[S_{r^{\prime}, l^{\prime}}\left(\sum_{r \neq r^{\prime}} \sum_{l} S_{r, l}+\sum_{l \neq l^{\prime}} S_{r^{\prime}, l}\right)\right] \leq\left[\sum_{r, l} S_{r, l}\right]^{2} \tag{50}
\end{equation*}
$$

Let $n_{S}=\sum_{r, l} S_{r, l}$ denote the total number of surfaces, we can thus write

$$
\begin{equation*}
B=\mathcal{O}\left(n_{S}^{2}\right) \tag{51}
\end{equation*}
$$

Let now $h$ denote the number of steps in the final solution. $h$ is the height of the tree $\mathcal{T}$. The worst case complexity of Algorithm 1 is when the tree is full. If $C_{w}$ denotes the worst case complexity, then we have

$$
\begin{equation*}
C_{w}=\mathcal{O}\left(B^{h}\right) \tag{52}
\end{equation*}
$$

We now need to estimate $h$. The notation $\left\|\sigma_{\text {init }}-\sigma_{\text {goal }}\right\|$ will here refer to an Euclidean distance between two arbitrary points belonging, respectively, to the initial and goal stance print, and $d$ a characteristic dimension of the system of robots (for instance the length of the leg of a humanoid robot). We can write a domination relation for $h$ as

$$
\begin{equation*}
h=\mathcal{O}\left(\frac{\left\|\sigma_{\text {init }}-\sigma_{\text {goal }}\right\|}{d}\right) \tag{53}
\end{equation*}
$$

Finally from (49), (51), and (52), we can express the worst case complexity in terms of the input data of the problem

$$
\begin{equation*}
C_{w}=\mathcal{O}\left(n_{S}^{2\left[\left\|\sigma_{\text {init }}-\sigma_{\text {goal }}\right\| / d\right]}\right) . \tag{54}
\end{equation*}
$$

In practice, the search tree is rarely full. More than that, it is often very sparse. Therefore the complexity that expresses more accurately the average behavior of Algorithm 4 would be the best case complexity, that we denote $C_{b}$.

In this case we have a linear relation

$$
\begin{equation*}
C_{b}=\mathcal{O}(h B), \tag{55}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
C_{b}=\mathcal{O}\left(\frac{\left\|\sigma_{\text {init }}-\sigma_{\mathrm{goal}}\right\|}{d} n_{S}^{2}\right) \tag{56}
\end{equation*}
$$

## Appendix C. Notation Tables

Table 1. Systems

| $N$ | number of entities (robots and objects) constituting the system |
| :---: | :---: |
| $r \in\{0, \ldots, N\}$ | index of the entity, or the environment (case $r=0$ ) |
| $q_{r} \in \mathcal{C}_{r}$ | configuration and configuration space of the entity $r$ |
| $q \in \mathcal{C}$ | configuration and configuration space of the whole system |
| $L_{r}$ | number of rigid links in the entity $r$ |
| $l \in\left\{0, \ldots, L_{r}-1\right\}$ | index of the link in the entity $r$ ( $l=0$ is the root link) |
| $\Theta_{r}$ | number of actuated joints of the entity $r$ (robot) |
| $\theta_{r} \in \mathbb{R}^{\theta_{r}}$ | joint angle vector of the entity $r$ (robot) |
| $\xi_{r}$ | position of the root link of the entity $r$ |
| $\phi_{r}$ | orientation (unit quaternion) of the root link of the entity $r$ |
| $\Omega_{r, l}\left(\right.$ resp. $\left.\Omega_{r, l}^{0}\right)$ | global position of link $l$ of the entity $r$ expressed in the global (resp. root link) frame |
| $R_{r, l}\left(\right.$ resp. $\left.R_{r, l}^{0}\right)$ | global orientation matrix of link $l$ of the entity $r$ expressed in the global (resp. root link) frame |

Table 2. Contact surfaces and contacts

| $S_{r, l}$ | number of contact surfaces on link $l$ of entity $r$ |
| :--- | :--- |
| $s \in\left\{1, \ldots, S_{r, l}\right\}$ | index of the surface in link $l$ of entity $r$ |
| $\left(O_{s}, \vec{x}_{s}, \vec{y}_{s}, \vec{z}_{s}\right)$ | frame corresponding to the surface $s$ |
| $V_{s}$ | number of vertices of the polygonal shape of the surface $s$ |
| $a_{s,( }\left(\right.$ resp. $\left.A_{s, n}\right)$ | vertex of the surface $s$ expressed in the link's local (resp. the global) frame <br> $c$ |
| $\left(x_{c}, y_{c}, \vartheta_{c}\right)$ contact between surfaces $s_{1}$ and $s_{2}$ <br> relative position and orientation of the two surfaces in contact  |  |

Table 3. Stances and stance set

| $E_{\text {cto }}$ | set of all contacts |
| :---: | :---: |
| $\sigma$ | stance (set of contacts, subset of $E_{\text {ctc }}$ ) |
| $n_{\sigma}$ | number of contacts in stance $\sigma$ |
| $\mathcal{Q}^{*}$ | submainfold consisting of the configurations that geometrically realize $\sigma$ |
| $\mathcal{F}_{\sigma}$ | subset of $\mathcal{Q}_{\sigma}$ made of physically feasible configurations |
| $\Sigma$ | set of all stances (subset of $2^{E_{\text {cct }}}$ ) |
| $p$ | direct kinematics mapping from $\mathcal{C}$ to $\Sigma$ |
| $\mathrm{Adj}^{+}(\sigma)$ | set of stances adjacent to $\sigma$ by adding one contact |
| $\operatorname{Adj}^{-}(\sigma)$ | set of stances adjacent to $\sigma$ by removing one contact |
| Adj $(\sigma)$ | set of stance adjacent to sigma (union of $\operatorname{Adj}^{+}(\sigma)$ and $\operatorname{Adj}^{-}(\sigma)$ ) |
| $\sim_{\sigma}$ | equivalence relation on $\operatorname{Adj}^{+}(\sigma)$ erasing the specification of the position of the added contact |
| $\left[\sigma^{\prime}\right]_{\sim_{\sigma}}$ | equivalence class of which $\sigma^{\prime}$ is a representative |

Table 4. Statics and IK solver parameters

| $c_{i}$ | $i$ th contact of the stance $\sigma$ |
| :---: | :---: |
| $s_{i 1}\left(\right.$ resp. $s_{i 2}$ ) | smaller area (resp. larger area) surface of the surfaces constituting $c_{i}$ |
| $f_{i, j}$ | contact force applied by $l_{i 2}$ on $l_{i 1}$ at $a_{s_{11}, j}$ |
| $a_{s_{1}}^{\prime}$, | position of $a_{s_{i 1}}$, expressed in the local frame of $s_{i 2}$ 's link |
| $m_{r}$ | mass of the entity $r$ |
| $C_{r}$ | position of the center of mass of the entity $r$ |
| $g$ | gravity vector |
| $\tau_{r} \in \mathbb{R}^{\theta_{r}}$ | actuation torques of entity $r$ |
| $I$ | the index set $\left\{1, \ldots, n_{\sigma}\right\}$ |
| $I_{1}(r)$ | set of indices of the contacts to which $r$ contributes with a smaller area surface |
| $I_{2}(r)$ | set of indices of the contacts to which $r$ contributes with a larger area surface |
| $I_{3}(r)$ | set of indices of the contacts not involving any surface from $r$ |
| K | number of generators of the linearized friction cones |
| $U_{i, k}$ | $k$ th generator of the linearized friction cone at $a_{s_{i n}}$ |
| $\lambda_{i, j, k}$ | $U_{i, k}$ 's coordinate of $f_{i, j}$ |
| obj | objective function to optimize by the inverse kinematics-and-statics solver |
| $\mathrm{obj}_{i}$ | $i$ th component of obj |
| $w_{i}$ | weight of objective $\mathrm{obj}_{i}$ |

Table 5. Search algorithm

| $\mathcal{T}$ | search tree |
| :--- | :--- |
| $\mathcal{P}$ | priority queue |
| $B$ | branching factor of $\mathcal{T}$ |
| $h$ | number of steps (height of $\mathcal{T}$ ) |
| $d$ | characteristic dimension of the system (e.g. length of leg of a humanoid) |
| $n_{S}$ | total number of contact surfaces of the system |
| $C_{w}$ | worst-case complexity |
| $C_{b}$ | best-case complexity |

Table 6. Gradient computations

| $\rho$ | mapping from unit quaternions to rotation matrices |
| :--- | :--- |
| $(\alpha, \beta, \gamma, \delta)$ | four components of a quaternion |
| $\Upsilon$ | modified Jacobian matrix |
| $\Upsilon_{1}, \Upsilon_{2}$ | mapping from the configurations to $\Upsilon$ |
| $D_{1}, D_{2}$ | partial derivative operators |
| $\mathcal{B}_{\mathrm{nc} 1}, \mathcal{B}_{\mathrm{nc} 2}$ | bounding volumes of two links that necessitate a collision-avoidance constraint |
| $\mathscr{D}\left(\mathcal{B}_{\mathrm{ncl}}, \mathcal{B}_{\mathrm{nc} 2}\right)$ | signed distance between the two bounding volumes |
| $P_{1}, P_{2}$ | witness point |
| $J_{r, l}^{\text {lin }}$ | linear Geometric Jacobian at the origin of link $l$ of entity $r$ |
| $J_{r, l}^{\text {ang }}$ | angular Geometric Jacobian of link $l$ of entity $r$ |
| $\xi_{r, l}^{0}$ | linear velocity of link $l$ of entity $r$ relative to the entity's root link |
| $\omega_{r, l}^{0}$ | angular velocity of link $l$ of entity $r$ relative to the entity's root link |
| $\zeta_{\mu}$ | $\mu$ th column of $J_{r, l}^{\text {lin }}$ |
| $\psi_{\mu}$ | $\mu$ th column of $J_{r, l}^{\text {ang }}$ |
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